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Course Outline 
●  Lecture 1: Basics and Formalization 

•  Usage examples, basic notions of traffic-secure 
communications, mixes and onion routers 

•  Onion routing design basics: circuit construction protocols, 
network discovery 

•  Formalization and analysis, possibilistic and probabilistic 
definitions of anonymity 

●  Lecture 2: Security for the real world 
•  Simple demo of obtaining/using Tor 
•  Security of obtain/using Tor 
•  Adding network link awareness 
•  Importance of modeling users 
•  Importance of realistic and practical 

•  Adversary models        Security definitions 
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How do we know I’m installing Tor? 

●  Known cases of bogus sites offering not-Tor 
●  HTTPS isn’t enough here 

–  Browser-recognized authorities have issued bogus 
certificates for torproject.org 
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How do we know I’m installing Tor? 

●  Known cases of bogus sites offering not-Tor 
●  HTTPS isn’t enough here 

–  Browser-recognized authorities have issued bogus 
certificates for torproject.org 

12 



How do we know the Tor from the Tor 
Project Inc. is OK? 
●  It’s baked into our approach to offering onion 

routing to the public 

13 

R4 
R2 

R5 

R3 

Bob 
Alice 

R1 



How do we know the Tor from the Tor 
Project Inc. is OK? 
●  It’s baked into our approach to offering onion 

routing to the public 
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How do we know the Tor from the Tor 
Project Inc. is OK? 
●  It’s baked into our approach to offering onion 

routing to the public 
•  Carry traffic for a diverse user population 

-  not just Navy or U.S. govt. 
-  cannot have single point of failure/trust  for any type 

of user 
•  Diversely managed infrastructure 

•  Open source 
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How do we know the Tor from the Tor 
Project Inc. is OK? 
●  Design, Specifications, and Software 

amongst most scrutinized on the planet 
●  Can download (signed) source code and 

build the binaries yourself. 
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How do we know the Tor from the Tor 
Project Inc. is OK? 
●  Design, Specifications, and Software 

amongst most scrutinized on the planet 
●  Can download (signed) source code and 

build the binaries yourself. 

But we’re not done yet! 
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How do we know the Tor from the Tor 
Project Inc. is OK? 
●  “Reflections on Trusting Trust” Thompson, 

Turing award lecture, 1984 
●  Problem: Creation of signed Tor binaries 

might have been attacked: compiler, libraries, 
etc. 
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How do we know the Tor from the Tor 
Project Inc. is OK? 
●  “Reflections on Trusting Trust” Thompson, 

Turing award lecture, 1984 
●  Problem: Creation of signed Tor binaries 

might have been attacked: compiler, libraries, 
etc. 

●  Why should you care if you verify source and 
compile yourself on a trusted system? 
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How do we know the Tor from the Tor 
Project Inc. is OK? 
●  Most users will be running TPI compiled 

binaries 
●  It would be good to protect them. 
●  What if you’re purely self-interested? 
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How do we know the Tor from the Tor 
Project Inc. is OK? 
●  Most users will be running TPI compiled 

binaries 
●  It would be good to protect them 
●  What if you’re purely self-interested? 
●  Relatively small handful of users with self-

compiled Tor will stick out significantly 
●  Many relay operators may also run TPI 

compiled code 

21 



How do we know the Tor from the Tor 
Project Inc. is OK? 
●  “Reflections on Trusting Trust” Thompson, 

Turing award lecture, 1984 
●  Problem: Creation of signed Tor binaries 

might have been attacked: compiler, libraries, 
etc. 

●  Solution: Deterministic builds 
–  Packages identical across software, hardware 

platforms 
–  Distributes the trust in Tor binaries 
–  Available for Tor Browser Bundle since 2013  
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End: obtaining/using Tor 

●  Lecture 2: Security for the real world 
•  Simple demo of obtaining/using Tor 
•  Security of obtain/using Tor 
•  Adding network link awareness 
•  Importance of modeling users 
•  Importance of realistic and practical 

•  Adversary models        Security definitions 
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Adversary observing all traffic entering 
and leaving network breaks onion routing 
●  “Towards an Analysis of Onion Routing Security” Syverson et al. PETS 2000 

●  Presented and analyzed adversary model assumed in prior 
onion routing work 

–  Network of n onion routers, c compromised onion routers 
–  Security approx. c2 / n2 
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Adversary observing all traffic entering 
and leaving network? 
●  “Location diversity in anonymity networks” Feamster-Dingledine. WPES 2004 

●  Adversaries live on network links as well as onion routers 
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Onion Routers (Tor Relays) overlay  
underlying Internet 
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Adversaries can live on network links 
to/from onion routers too 
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Adversaries can live on network links 
to/from onion routers too 
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Link Adversary 

AS1 AS2 AS3 AS4 AS5 

AS6 

AS8 

AS7 

1.  Autonomous Systems (ASes) 

AS6 
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•  Recall Onion Routing security approach:  
Large, Diverse Network so adversary has to 
expend much resources in many places 

Adversary observing all traffic entering 
and leaving network breaks onion routing 



Adversaries can live on network links to/
from onion routers too 
●  “Location diversity in anonymity networks” Feamster-Dingledine. WPES 2004 

●  Model adversaries at Autonomous Systems (ASes) 
–  Path Independence: No AS on both client and destination 

end of circuit 
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Adversaries can live on network links to/
from onion routers too 
●  “Location diversity in anonymity networks” Feamster-Dingledine. WPES 2004 

●  Model adversaries at Autonomous Systems (ASes) 
–  Path Independence: No AS is on both client and 

destination end of circuit 

●  How bad is it? 
●  What can we do? 
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First pass look at link attacks 
●  “AS-awareness in Tor Path Selection” Edman-Syverson. CCS 2009 
●  Background 
●  AS Path Inference 
●  Analysis of Tor network growth 
●  Tor AS statistics 
●  Proposed path selection heuristics 
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AS Path Inference 

●  Tries to predict route packets will take on the 
Internet 

●  We do not have access to routing tables for 
the entire Internet 

●  We cannot traceroute from arbitrary hosts 
●  AS relationships are not often publicized for 

contractual reasons 
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AS Path Inference 
Deriving AS Paths from Known Paths (Qiu & Gao 2006) 

{1,2,3}, {2,4,5} and {3,4,5} are known paths 
{1,2,4,5} is a derived path (must satisfy valley-free property) 

AS 1

AS 3

AS 4 AS 5

AS 2

2

1

1

11
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AS Path Inference 

●  Used input routing tables from multiple 
Internet vantage points 

–  OIX, Equinix, PAIX, KIXP, LINX, DIXIE 
–  1.47 GB, 15.7 million paths, 29,000 ASes, 132,000 

edges 
●  Implementation 

–  Implemented in C 
–  Used Gao’s (2000) algorithm for relationship 

inference 
–  Modified slightly for better parallelization 
–  All experiments done on a commodity Dell 

workstation 
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●  Background 
●  AS Path Inference 
●  Analysis of Tor network growth 
●  Tor AS statistics 
●  Proposed path selection heuristics 
●  Conclusions & future work 

First pass look at link attacks 
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Tor Grows Up 

●  Used 3 separate Tor consensus snapshots from 
September 2008 

●  Mean overall probability of an AS-level observer 
decreased from 37.74% to 21.86% 

●  ≈12.5% AS pairs were worse off than before 

June 2004 (33 relays) September 2008 (1239–1303 relays)
Sender 2914 11643 12182 15130 15169 26101 2914 11643 12182 15130 15169 26101

209 0.49 0.45 0.40 0.39 0.19 0.30 0.17 0.26 0.19 0.51 0.23 0.25
1668 0.39 0.24 0.30 0.30 0.19 0.32 0.18 0.23 0.20 0.25 0.13 0.16
4355 0.38 0.27 0.28 0.27 0.43 0.51 0.13 0.29 0.12 0.20 0.19 0.14
6079 0.62 0.45 0.48 0.24 0.43 0.71 0.12 0.30 0.15 0.22 0.20 0.17

18566 0.39 0.42 0.41 0.32 0.56 0.73 0.18 0.36 0.20 0.31 0.20 0.16
22773 0.56 0.35 0.37 0.21 0.34 0.54 0.21 0.14 0.20 0.20 0.17 0.19
22909 0.21 0.24 0.26 0.22 0.22 0.37 0.19 0.30 0.24 0.25 0.21 0.19
23504 0.39 0.29 0.37 0.33 0.42 0.54 0.49 0.22 0.23 0.19 0.16 0.12

Table 2: Location independence comparison between the Tor network in June 2004 versus an average of three
days in September 2008. Despite over 1,000 new relays being added to the network, the mean probability of
a single AS observing both ends of a circuit in either the forward or reverse direction only decreased from
37.74% to 21.86%.

that servers operated at Tier 1 ISPs have greater bandwidth
available to them than nodes operated by users on, say, a
consumer broadband connection. Thus, it is not unreason-
able to expect nodes in Tier 1 ISPs to be used more fre-
quently than if all nodes were chosen uniformly at random,
which may in turn actually help increase Tor’s location di-
versity.

Distinct /16 Subnets. An easy attack on the Tor net-
work would be for an adversary to simply run two relays on
the same machine or network. Eventually a client will pick
the attacker’s nodes for their entry and exit nodes, poten-
tially allowing the adversary to correlate the sender with her
destination. In order to avoid this basic form of Sybil at-
tack [4], Tor clients ensure that the IP address of each node
in their circuit is from a different /16 subnet.

Entry Guards. Current Tor clients always pick the
first node in their path from a small set of trusted relays
called entry guards [17]. When a client first runs, it selects
a handful of entry guards from available high-bandwidth,
high-uptime relays in the network. As previously mentioned,
these high-bandwidth nodes may be more likely to exist in
highly-connected ASes.

We implemented a simulation of Tor’s path selection al-
gorithm based on the TorFlow1 Python library in order to
evaluate the cumulative effect of the above changes to Tor’s
path selection algorithm on the likelihood of choosing a path
that can be observed at both ends by an AS observer. As
shown in Section 4, the hypothesized model of typical Tor
client and destination ASes does not fit well with the current
network usage. Instead, we used the distribution of client
ASes and destination ASes we collected from a public Tor
relay.

Using the Tor path simulator and the same three snap-
shots of the Tor network from Section 5.1, we generated
15,000 paths—5,000 for each snapshot. We also generated
15,000 paths (again, 5,000 for each Tor directory snapshot)
using where entry and exit nodes were selected uniformly
at random to represent how a Tor client from 2004 would
choose paths.

Sender and recipient ASes were selected proportional to
their observed distribution on the public Tor network. We
then used our AS path inference implementation and archived
RouteViews BGP data corresponding to each snapshot to in-

1https://svn.torproject.org/svn/torflow/

fer the forward and reverse paths between senders and entry
nodes, and exit nodes and destinations, resulting in a total of
60,000 AS paths to infer. The following are the aggregated
results over all three snapshots:

Forward Reverse Total
Uniform 12.79% 13.23% 20.49%
Weighted (Tor) 10.92% 11.14% 17.81%

The first row of the above table gives the probability of
an AS observing both ends of a connection for a uniformly
random node selection. The second row gives the same re-
sults but instead for Tor’s current path selection algorithm,
incorporating bandwidth weighting, entry guards and dis-
tinct /16 subnet enforcement. Even though the algorithm
Tor uses to select relays in path was done primarily for per-
formance reasons, we see that Tor’s path selection algorithm
has also had a small but positive and non-negligible impact
on the probability that a single AS will be able to observe
both ends of a typical client’s connection. We stress that
the same Tor directory information, sender and recipient
distributions, and routing table data were used for both ex-
periments. The only difference between the two was the
method used for choosing entry and exit nodes.

5.3 Effectiveness of Distinct /16 Subnets
Tor’s policy of ensuring that every node in a circuit is

selected from a distinct /16 subnet seems like a reasonably
effective approach to increasing AS-level diversity within a
circuit. We wanted to investigate how effective this practice
actually is on the current Tor network. Taking a snapshot of
the Tor network in mid-September 2008, we observed 1238
running relays existing in a total of only 474 different ASes.
Of those 1238 relays, 417 of them had an IP address in the
same /16 subnet of another Tor relay. More surprisingly, a
total of 876 relays (or about 70%) existed in the same AS
as at least one other relay but had a different /16 network
address from it. Such pairs of relays would not be detected
by Tor’s distinct /16 subnet enforcement. Of those 876 re-
lays, 850 not only had a distinct /16 but also a distinct /8
network address.

In order to see how often such nodes appear in the entry
and exit positions of the same circuit, we again generated
15,000 paths according to Tor’s path selection algorithm,
including the requirement that nodes belong to distinct /16
subnets. We then resolved the entry and exit node IP ad-
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Tor Grows Up 

●  Used 3 separate Tor consensus snapshots from 
September 2008 

●  Mean overall probability of an AS-level observer 
decreased from 37.74% to 21.86% 

●  ≈12.5% AS pairs were worse off than before 

June 2004 (33 relays) September 2008 (1239–1303 relays)
Sender 2914 11643 12182 15130 15169 26101 2914 11643 12182 15130 15169 26101

209 0.49 0.45 0.40 0.39 0.19 0.30 0.17 0.26 0.19 0.51 0.23 0.25
1668 0.39 0.24 0.30 0.30 0.19 0.32 0.18 0.23 0.20 0.25 0.13 0.16
4355 0.38 0.27 0.28 0.27 0.43 0.51 0.13 0.29 0.12 0.20 0.19 0.14
6079 0.62 0.45 0.48 0.24 0.43 0.71 0.12 0.30 0.15 0.22 0.20 0.17

18566 0.39 0.42 0.41 0.32 0.56 0.73 0.18 0.36 0.20 0.31 0.20 0.16
22773 0.56 0.35 0.37 0.21 0.34 0.54 0.21 0.14 0.20 0.20 0.17 0.19
22909 0.21 0.24 0.26 0.22 0.22 0.37 0.19 0.30 0.24 0.25 0.21 0.19
23504 0.39 0.29 0.37 0.33 0.42 0.54 0.49 0.22 0.23 0.19 0.16 0.12

Table 2: Location independence comparison between the Tor network in June 2004 versus an average of three
days in September 2008. Despite over 1,000 new relays being added to the network, the mean probability of
a single AS observing both ends of a circuit in either the forward or reverse direction only decreased from
37.74% to 21.86%.

that servers operated at Tier 1 ISPs have greater bandwidth
available to them than nodes operated by users on, say, a
consumer broadband connection. Thus, it is not unreason-
able to expect nodes in Tier 1 ISPs to be used more fre-
quently than if all nodes were chosen uniformly at random,
which may in turn actually help increase Tor’s location di-
versity.

Distinct /16 Subnets. An easy attack on the Tor net-
work would be for an adversary to simply run two relays on
the same machine or network. Eventually a client will pick
the attacker’s nodes for their entry and exit nodes, poten-
tially allowing the adversary to correlate the sender with her
destination. In order to avoid this basic form of Sybil at-
tack [4], Tor clients ensure that the IP address of each node
in their circuit is from a different /16 subnet.

Entry Guards. Current Tor clients always pick the
first node in their path from a small set of trusted relays
called entry guards [17]. When a client first runs, it selects
a handful of entry guards from available high-bandwidth,
high-uptime relays in the network. As previously mentioned,
these high-bandwidth nodes may be more likely to exist in
highly-connected ASes.

We implemented a simulation of Tor’s path selection al-
gorithm based on the TorFlow1 Python library in order to
evaluate the cumulative effect of the above changes to Tor’s
path selection algorithm on the likelihood of choosing a path
that can be observed at both ends by an AS observer. As
shown in Section 4, the hypothesized model of typical Tor
client and destination ASes does not fit well with the current
network usage. Instead, we used the distribution of client
ASes and destination ASes we collected from a public Tor
relay.

Using the Tor path simulator and the same three snap-
shots of the Tor network from Section 5.1, we generated
15,000 paths—5,000 for each snapshot. We also generated
15,000 paths (again, 5,000 for each Tor directory snapshot)
using where entry and exit nodes were selected uniformly
at random to represent how a Tor client from 2004 would
choose paths.

Sender and recipient ASes were selected proportional to
their observed distribution on the public Tor network. We
then used our AS path inference implementation and archived
RouteViews BGP data corresponding to each snapshot to in-

1https://svn.torproject.org/svn/torflow/

fer the forward and reverse paths between senders and entry
nodes, and exit nodes and destinations, resulting in a total of
60,000 AS paths to infer. The following are the aggregated
results over all three snapshots:

Forward Reverse Total
Uniform 12.79% 13.23% 20.49%
Weighted (Tor) 10.92% 11.14% 17.81%

The first row of the above table gives the probability of
an AS observing both ends of a connection for a uniformly
random node selection. The second row gives the same re-
sults but instead for Tor’s current path selection algorithm,
incorporating bandwidth weighting, entry guards and dis-
tinct /16 subnet enforcement. Even though the algorithm
Tor uses to select relays in path was done primarily for per-
formance reasons, we see that Tor’s path selection algorithm
has also had a small but positive and non-negligible impact
on the probability that a single AS will be able to observe
both ends of a typical client’s connection. We stress that
the same Tor directory information, sender and recipient
distributions, and routing table data were used for both ex-
periments. The only difference between the two was the
method used for choosing entry and exit nodes.

5.3 Effectiveness of Distinct /16 Subnets
Tor’s policy of ensuring that every node in a circuit is

selected from a distinct /16 subnet seems like a reasonably
effective approach to increasing AS-level diversity within a
circuit. We wanted to investigate how effective this practice
actually is on the current Tor network. Taking a snapshot of
the Tor network in mid-September 2008, we observed 1238
running relays existing in a total of only 474 different ASes.
Of those 1238 relays, 417 of them had an IP address in the
same /16 subnet of another Tor relay. More surprisingly, a
total of 876 relays (or about 70%) existed in the same AS
as at least one other relay but had a different /16 network
address from it. Such pairs of relays would not be detected
by Tor’s distinct /16 subnet enforcement. Of those 876 re-
lays, 850 not only had a distinct /16 but also a distinct /8
network address.

In order to see how often such nodes appear in the entry
and exit positions of the same circuit, we again generated
15,000 paths according to Tor’s path selection algorithm,
including the requirement that nodes belong to distinct /16
subnets. We then resolved the entry and exit node IP ad-
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●  Background 
●  AS Path Inference 
●  Analysis of Tor network growth 
●  Tor AS statistics 
●  Proposed path selection heuristics 

First pass look at link attacks 
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Tor AS Distribution Model 

●  Data Collection 
●  Ran two relays for 7 days in early September 

2008 
●  Mapped client and destination IP addresses 

to AS numbers 
●  Kept only aggregated statistics at AS level 

–   Never wrote IP addresses, timestamps or other 
metadata to disk 
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Tor AS Distribution Model 
●  Results 
●  20638 client connections 

–  2251 distinct ASes 
–  85% produced fewer than 10 connections 
–  >50% produced only a single connection 

●  116781 destination connections 
–  4203 distinct ASes 
–  72% produced fewer than 10 connections 
–  34% had only a single connection 

Aside Moral: Privacy preserving statistics 
gathering is hard 

49 



Tor Client AS Distribution 
Rank # CC Description 

1 2238 DE Deutsche Telekom AG 
2 701 CN ChinaNet 
3 672 EU Arcor 
4 576 IT Telecom Italia 
5 566 DE HanseNet Telekommunikation 
6 429 DE Telefonia Deutschland 
7 280 FR Proxad 
8 279 US AT&T Internet Services 
9 276 CN CNC Group Backbone 

10 272 TR TTNet 
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Tor Destination AS Distribution 

Rank # CC Description 

1 5203 CN ChinaNet 
2 4960 US Google Inc. 
3 3527 NL NForce Entertainment 
4 2824 TW HiNet 
5 2085 US AOL 
6 2029 US ThePlanet.com 
7 1530 CN CNC Group Backbone 
8 1104 CN CNC Group Beijing Province 
9 1083 US Level3 Communications 

10 1011 NL LeaseWeb 
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●  Background 
●  AS Path Inference 
●  Analysis of Tor network growth 
●  Tor AS statistics 
●  AS-aware path selection algorithms 

First pass look at link attacks 
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Tor Path Selection Changes over time 

●  Weighted node selection 
–  Relay bandwidth 
–  Uptime 

●  Entry guards (motivation in c. 10 more slides) 
●  Distinct /16 subnets 

June 2004 (33 relays) September 2008 (1239–1303 relays)
Sender 2914 11643 12182 15130 15169 26101 2914 11643 12182 15130 15169 26101

209 0.49 0.45 0.40 0.39 0.19 0.30 0.17 0.26 0.19 0.51 0.23 0.25
1668 0.39 0.24 0.30 0.30 0.19 0.32 0.18 0.23 0.20 0.25 0.13 0.16
4355 0.38 0.27 0.28 0.27 0.43 0.51 0.13 0.29 0.12 0.20 0.19 0.14
6079 0.62 0.45 0.48 0.24 0.43 0.71 0.12 0.30 0.15 0.22 0.20 0.17

18566 0.39 0.42 0.41 0.32 0.56 0.73 0.18 0.36 0.20 0.31 0.20 0.16
22773 0.56 0.35 0.37 0.21 0.34 0.54 0.21 0.14 0.20 0.20 0.17 0.19
22909 0.21 0.24 0.26 0.22 0.22 0.37 0.19 0.30 0.24 0.25 0.21 0.19
23504 0.39 0.29 0.37 0.33 0.42 0.54 0.49 0.22 0.23 0.19 0.16 0.12

Table 2: Location independence comparison between the Tor network in June 2004 versus an average of three
days in September 2008. Despite over 1,000 new relays being added to the network, the mean probability of
a single AS observing both ends of a circuit in either the forward or reverse direction only decreased from
37.74% to 21.86%.

that servers operated at Tier 1 ISPs have greater bandwidth
available to them than nodes operated by users on, say, a
consumer broadband connection. Thus, it is not unreason-
able to expect nodes in Tier 1 ISPs to be used more fre-
quently than if all nodes were chosen uniformly at random,
which may in turn actually help increase Tor’s location di-
versity.

Distinct /16 Subnets. An easy attack on the Tor net-
work would be for an adversary to simply run two relays on
the same machine or network. Eventually a client will pick
the attacker’s nodes for their entry and exit nodes, poten-
tially allowing the adversary to correlate the sender with her
destination. In order to avoid this basic form of Sybil at-
tack [4], Tor clients ensure that the IP address of each node
in their circuit is from a different /16 subnet.

Entry Guards. Current Tor clients always pick the
first node in their path from a small set of trusted relays
called entry guards [17]. When a client first runs, it selects
a handful of entry guards from available high-bandwidth,
high-uptime relays in the network. As previously mentioned,
these high-bandwidth nodes may be more likely to exist in
highly-connected ASes.

We implemented a simulation of Tor’s path selection al-
gorithm based on the TorFlow1 Python library in order to
evaluate the cumulative effect of the above changes to Tor’s
path selection algorithm on the likelihood of choosing a path
that can be observed at both ends by an AS observer. As
shown in Section 4, the hypothesized model of typical Tor
client and destination ASes does not fit well with the current
network usage. Instead, we used the distribution of client
ASes and destination ASes we collected from a public Tor
relay.

Using the Tor path simulator and the same three snap-
shots of the Tor network from Section 5.1, we generated
15,000 paths—5,000 for each snapshot. We also generated
15,000 paths (again, 5,000 for each Tor directory snapshot)
using where entry and exit nodes were selected uniformly
at random to represent how a Tor client from 2004 would
choose paths.

Sender and recipient ASes were selected proportional to
their observed distribution on the public Tor network. We
then used our AS path inference implementation and archived
RouteViews BGP data corresponding to each snapshot to in-

1https://svn.torproject.org/svn/torflow/

fer the forward and reverse paths between senders and entry
nodes, and exit nodes and destinations, resulting in a total of
60,000 AS paths to infer. The following are the aggregated
results over all three snapshots:

Forward Reverse Total
Uniform 12.79% 13.23% 20.49%
Weighted (Tor) 10.92% 11.14% 17.81%

The first row of the above table gives the probability of
an AS observing both ends of a connection for a uniformly
random node selection. The second row gives the same re-
sults but instead for Tor’s current path selection algorithm,
incorporating bandwidth weighting, entry guards and dis-
tinct /16 subnet enforcement. Even though the algorithm
Tor uses to select relays in path was done primarily for per-
formance reasons, we see that Tor’s path selection algorithm
has also had a small but positive and non-negligible impact
on the probability that a single AS will be able to observe
both ends of a typical client’s connection. We stress that
the same Tor directory information, sender and recipient
distributions, and routing table data were used for both ex-
periments. The only difference between the two was the
method used for choosing entry and exit nodes.

5.3 Effectiveness of Distinct /16 Subnets
Tor’s policy of ensuring that every node in a circuit is

selected from a distinct /16 subnet seems like a reasonably
effective approach to increasing AS-level diversity within a
circuit. We wanted to investigate how effective this practice
actually is on the current Tor network. Taking a snapshot of
the Tor network in mid-September 2008, we observed 1238
running relays existing in a total of only 474 different ASes.
Of those 1238 relays, 417 of them had an IP address in the
same /16 subnet of another Tor relay. More surprisingly, a
total of 876 relays (or about 70%) existed in the same AS
as at least one other relay but had a different /16 network
address from it. Such pairs of relays would not be detected
by Tor’s distinct /16 subnet enforcement. Of those 876 re-
lays, 850 not only had a distinct /16 but also a distinct /8
network address.

In order to see how often such nodes appear in the entry
and exit positions of the same circuit, we again generated
15,000 paths according to Tor’s path selection algorithm,
including the requirement that nodes belong to distinct /16
subnets. We then resolved the entry and exit node IP ad-
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Tor Path Selection Changes 

●  Effectiveness of Distinct /16 Subnets 
–  Using mid-September 2008 Tor consensus 

●  876/1238 (≈70%) relays in same AS as at least one other 
relay, but in distinct /16 subnets 

●  850/1238 (≈68.7%) in same AS but distinct /8 subnet 

–  Generated 15,000 paths using Tor’s algorithm 
●  1 out of every 133 paths contained entry and exit node in 

same AS but distinct /16 subnet 
●  All but four also in distinct /8 subnets 
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Proposed Path Selection 
Algorithms 
●  Unique Relay Countries (Unique-CC) 

–  Do not permit multiple relays from the same country 
in a single circuit 

–  Easy to implement with current Tor software 
–  Has been informally suggested or requested on Tor 

mailing list 

55 



Proposed Path Selection 
Algorithms 
●  Unique Relay ASes (Unique-AS) 

–  Do not permit multiple relays from the same AS in a 
single circuit 

–  Requires clients or directory authorities to map a 
relay to an origin AS 

–  Tor Proposal #144 
●  Tor Proposals are the Tor equivalent of IETF RFCs 

(requests for comments) 
●  Has not been revised since introduced 2008 

–  (awaiting clearer research direction) 
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Proposed Path Selection 
Algorithms 
●  Approximate AS Paths 

•  Directory authorities generate and distribute AS graph 
snapshot and prefix table files 

●  Prior to building a circuit, clients can 
1.  Map self, entry node, exit node, destination to ASes in 

the topology 
2.  Compute shortest length valley-free paths from 

●  Client to entry node (and reverse) 
●  Exit node to destination (and reverse) 

3.  Sort in descending order by frequency value 
4.  Compare the top n paths for intersections 
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Testing AS-aware routing 
Results Summary 

●  Used same 3 consensus snapshots from Sept. 2008 
●  Generated 5,000 Tor circuits per snapshot per 

algorithm 

dress to their origin ASes. Out of 15,000 paths, 113 (ap-
proximately 1 out of every 133 circuits) contained an entry
and exit node that resided in the same AS despite having
an IP address from different /16 subnets. Within those 113
paths, all but four also had a distinct /8 network address.

These results suggest that Tor’s policy of requiring nodes
in a path to have IP address in distinct /16 subnets is largely
effective, though may not be stringent enough. Increasing
the policy to enforcing distinct /8 subnets appears be a rea-
sonable suggestion, but is by no means a solution to avoiding
an AS-level observer.

6. AS-AWARE PATH SELECTION
Based on the results above, it is apparent that simply in-

creasing the size of the Tor network with volunteer-operated
relays is not a sufficient approach to significantly reducing
the threat of an AS-level observer. Rather, a more proactive
approach on the part of Tor clients is needed. In this sec-
tion, we evaluate the effectiveness of various modifications
to Tor’s path selection algorithm that also try to enforce
better AS-level diversity.

6.1 Using diversity within the Tor network
Diversity of relay locations within the Tor network has of-

ten been considered a boon to anonymity. Tor Project Pro-
posal 144 [13] specifically suggests requiring that different
nodes in a circuit not only exist in disjoint /16 networks, but
also come from different ASes.2 Another potential method
to enforce location diversity in Tor circuits is to ensure each
hop in a client’s circuit is located in a different country. If
effective, this would be an appealing option since the Tor
software recently started including a database in many of
its binary distributions for mapping IP addresses to coun-
tries thus making implementation quite simple.

But how effective are these various diversity proposals
against an AS level adversary? Extending our Tor path
simulator used in Section 5, we experimented with adding
the requirement to Tor’s existing path selection algorithm
that each node in a circuit be located in a different country.
Second, instead of requiring unique countries, we ensured
that each node in a circuit exists in a different AS. Table
3 compares the results of the country-aware (Unique-CC)
and AS-aware (Unique-AS) algorithms versus Tor’s current
algorithm and selecting nodes uniformly at random.

While the two simple approaches result in a moderate de-
crease in the probability that an AS will exist on both ends
of a connection, the results are not as striking as proponents
of Proposal 144 would suggest. Perhaps the most interest-
ing point to note is that there is effectively little difference
between choosing nodes from distinct ASes versus choosing
them from distinct countries. Given that the latter can more
easily be accomplished with little change to the Tor software,
it does not seem worthwhile to pursue adding mechanisms
by which clients can reliably and securely determine the ori-
gin AS for all Tor relays.

6.2 Approximating AS Paths
The previously discussed Unique-AS and Unique-CC path

selection algorithms only consider properties of the nodes

2Tor Project Proposals are intended to provide an open
way to evolve Tor specification and design. They are very
roughly similar to IETF/IRTF RFCs in this respect [11].

Forward Reverse Total
Uniform 12.79% 13.23% 20.49%
Weighted (Tor) 10.92% 11.14% 17.81%
Unique-CC 10.41% 11.24% 17.61%
Unique-AS 10.07% 10.14% 16.73%
Approx. AS Path (n = 1) 6.29% 6.01% 11.09%
Approx. AS Path (n = 3) 3.17% 3.34% 6.23%

Table 3: Percentage of circuits generated by current
and proposed Tor path selection algorithms that re-
sult in a single AS being able to observe both sides
of the connection in either the inferred forward or
reverse AS-level paths. The approximate AS path
heuristic we propose yields the most effective avoid-
ance of AS level observers.

themselves when constructing a path, but did not offer much
of an improvement in terms of resilience against an AS level
observer. Unfortunately, the AS path inference algorithms
described earlier in this paper and in the networking litera-
ture are expensive both in terms of computational complex-
ity and storage requirements. To give the reader an idea of
the space required, the six routing table dumps used for the
analysis in this paper occupied around 1.47 GB of disk space
uncompressed and several hundred megabytes compressed.
For Tor clients on connections with moderate bandwidth,
distributing full routing information is clearly not practical.

Instead, we consider a more practical approach wherein
the handful of trusted and likely more capable Tor directory
authorities generate a smaller approximation of the Inter-
net’s global AS structure and distribute only this “snapshot”
to clients. Given a snapshot of the AS-level topology, we
show that clients can apply some simple and efficient heuris-
tics in order to approximate the sequence of ASes a packet
would traverse on entry to or exit from the Tor network.

6.2.1 Generating the AS Topology Snapshot
The first step in this approach proceeds in much the same

manner as the full AS path inference algorithm. One or
more of the Tor directory authorities fetch a set of RIBs
and construct a directed graph where the vertices are ASes
and the edges are interdomain routing connections between
ASes. Each edge is labeled with the type of AS relationship
shared between the two endpoints as inferred by any of the
well known relationship inference algorithms [6, 2]. Also
associated with every edge is a frequency value that indicates
how many AS paths in the input RIBs contained that edge.
The authorities also produce a separate table that maps IP
prefixes to the AS or ASes that originate that prefix in the
input RIBs, in order for clients to map a destination IP
address to an AS number.

6.2.2 Approximating an AS-level Path
When a Tor client downloads an initial network consen-

sus and descriptors for all relays contained therein, the client
would also download the AS topology and prefix table snap-
shots computed and agreed upon by the directory authori-
ties. When the client wants to establish a circuit, it chooses
an entry and exit relay according to Tor’s normal path se-
lection algorithm. We then use the following algorithm for
estimating whether there is a potential for an AS-level ad-
versary to observe both ends of the connection.

58 



Adversaries can live on network links to/
from onion routers too 
●  “Location diversity in anonymity networks” Feamster-Dingledine. WPES 2004 

●  Model adversaries at Autonomous Systems (ASes) 
–  Path Independence: No AS is on both client and 

destination end of circuit 
●  How bad is it?    What can we do? 
●  “AS-awareness in Tor Path Selection” Edman-Syverson. CCS 2009 
●  It’s fairly bad (for Path Indep.) 
●  Can design AS-aware routing algorithms 

●  Is that it? Any other link-level problems? 
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Link Adversary 

AS1 AS2 AS3 AS4 AS5 

AS6 

AS8 

AS7 

●  For performance and cost, many ASes peer 
directly at Internet Exchange Points (IXPs) 

–  Invisible to BGP and route inference 
–  Can be found by traceroute 

AS6 
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61 

●  Thousands of IXPs around the world 
●  Example: One company Equinix operates  

–  100+ IXPs, in 33 metro areas, in 15 countries, on 5 continents 
–  Estimates itself to be on 90% Internet routes 
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London IX (LINX) main bldg 

Inside Midwest IX, Indianapolis 

•  Murdoch and Zielinski (PETS 2007) showed 27% of routes to 
UK Tor nodes passed through LINX 

•  Also showed can recognize Tor circuits at low sampling rates (c. 
1/2000 packets) needed to cope with high volumes of IXPs 



Adversaries can live on network links to/
from onion routers too 
●  “Location diversity in anonymity networks” Feamster-Dingledine. WPES 2004 

●  Model adversaries at Autonomous Systems (ASes) 
–  Path Indepence: No AS is both 

●  between Alice and Tor Entry Guard 
●  Between Bob and Tor Exit  

●  “AS-awareness in Tor Path Selection” Edman-Syverson. CCS 2009 

●  Empirical analysis of Path Independence on live Tor network 
●  First AS-aware path selection algorithm 
●  “Sampled Traffic Analysis by Internet-Exchange-Level Adversaries” Murdoch-

Zielinski. PETS 2007 

●  Can correlate traffic at low sampling rate (1/2000) necessary 
for high volume locations IXPs (Internet Exchange Points) 
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How Bad Is It Really? 
Putting it all together for correlating adversaries 
“Users Get Routed: Traffic Correlation on Tor by 
Realistic Adversaries” Johnson et al. CCS 2013 
●  Empirical analysis of security against adversaries 

controlling moderate fraction of resources on Tor 
network 

–  Tor relays 
–  Autonomous Systems 
–  Internet Exchanges and families of Internet Exchanges 
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How Bad Is WHAT Really? 

“Locating Hidden Servers” Øverlier and Syverson. 
IEEE S&P (Oakland) 2006 
●  Single hostile relay and client could find an 

onion service in a few seconds or minutes 
●  Note to anonymity geeks: First known 

intersection attack against production network 
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Attacking Hidden Servers 
(Not Simulations) 

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.
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Attacking Hidden Servers 
(Actual Attacks on Servers in the Wild) 

The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it 
again.
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How Bad Is WHAT Really? 

“Locating Hidden Servers” Øverlier and Syverson. 
IEEE S&P (Oakland) 2006 
●  Single hostile relay and client could find an 

onion service in a few seconds or minutes 
–  Analysis of attack on onion service over live Tor network  
–  Basis of introduction of guards 

–  Onion services can be caused to create many circuits 
back to client 

●  Moral: Must consider client behavior when 
modeling adversary capabilities 
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User Models from “Users Get Routed” 

20-minute traces 

Gmail/GChat 

Gcal/GDocs 

Facebook 

Web search 

IRC 

BitTorrent 

69 



20-minute traces 

Gmail/GChat 

Gcal/GDocs 

Facebook 

Web search 

IRC 

BitTorrent 

Typical 
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User Models from “Users Get Routed” 



20-minute traces 

Gmail/GChat 

Gcal/GDocs 

Facebook 

Web search 

IRC 

BitTorrent 

Typical 

Session schedule 
 
Sessions at 
9:00, 12:00, 
15:00, and 18:00 
Su-Sa 

Repeated sessions 
8:00-17:00, M-F 

Repeated sessions 
0:00-6:00, Sa-Su 
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User Models 



How Bad Is It Really? 
Putting it all together 
“Users Get Routed: Traffic Correlation on Tor by 
Realistic Adversaries” Johnson et al. CCS 2013 
●  Empirical analysis of security against adversaries 

controlling moderate fraction of resources on Tor 
network 

–  Tor relays 
–  Autonomous Systems 
–  Internet Exchanges and families of Internet Exchanges 
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How Bad Is It Really? 
Putting it all together 
“Users Get Routed: Traffic Correlation on Tor by 
Realistic Adversaries” Johnson et al. CCS 2013 
●  Empirical analysis of security against adversaries 

controlling moderate fraction of resources on Tor 
network wrt various usage models 

–  Tor relays 
–  Autonomous Systems 
–  Internet Exchanges and families of Internet Exchanges 
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How Bad Is WHAT Really? (Part 2) 

What is the adversary trying to accomplish 
●  Prior metrics ask things like 

–  How differentiated is the set of all users of this system by 
the adversary?  

–  What fraction of circuits through the network are 
compromised at a given time? 

●  Users want to know how secure they are 
against a realistic adversary 

–  If I use the network the way I use it, how long till I get a 
compromised connection by? 

–  What fraction of my traffic will get compromised if I use 
the system the way I use it for T hours/months/etc. ? 
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Adversary Framework 
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Adversary Framework 
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Adversary Framework 
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Adversary Framework 

 Resource         
|Types 
●  Relays 
●  Bandwidth 
●  Autonomous 

Systems 
(ASes) 

●  Internet 
Exchange 
Points (IXPs) 

●  Money 
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Adversary Framework 

 Resource             
|Types 
●  Relays 
●  Bandwidth 
●  Autonomous 

Systems 
(ASes) 

●  Internet 
Exchange 
Points (IXPs) 

●  Money 

Resource 
Endowment 
•  Destination 

host 
•  5% Tor 

bandwidth 
•  Source AS 
•  Equinix IXPs 
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Adversary Framework 

 Resource         
|Types 
●  Relays 
●  Bandwidth 
●  Autonomous 

Systems 
(ASes) 

●  Internet 
Exchange 
Points (IXPs) 

●  Money 

Resource 
Endowment 
•  Destination 

host 
•  5% Tor 

bandwidth 
•  Source AS 
•  Equinix IXPs 

Goal 
•  Target a given 

user’s 
communication 

•  Compromise 
as much traffic 
as possible 

•  Learn who 
uses Tor 

•  Learn what Tor 
is used for 
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“Users Get Routed” Outline Summary 

●  Tor Security Analysis 
– Adversary Framework 
– Security Metrics 
– Evaluation Methodology 
– Node Adversary Analysis 
–  Link Adversary Analysis 
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Prior metrics 

Security Metrics 

82 



Prior metrics 
1.  Probability of choosing bad guard and exit 

a.  c2 / n2 : Adversary controls c of n relays 
b.  ge : g guard and e exit BW fractions are bad 

Security Metrics 
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Prior metrics 
1.  Probability of choosing bad guard and exit 

a.  c2 / n2 : Adversary controls c of n relays 
b.  ge : g guard and e exit BW fractions are bad 

2.  Probability some AS/IXP exists on both entry and exit 
paths (i.e. path independence) 

Security Metrics 
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Prior metrics 
1.  Probability of choosing bad guard and exit 

a.  c2 / n2 : Adversary controls c of n relays 
b.  ge : g guard and e exit BW fractions are bad 

2.  Probability some AS/IXP exists on both entry and exit 
paths (i.e. path independence) 

3.  gt : Probability of choosing malicious guard within time t 

Security Metrics 
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Principles 
1.  Probability distribution 
2.  Measure on human timescales 
3.  Based on adversaries 

Security Metrics 
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Metrics 
1.  Probability distribution of time until first path 

compromise 
2.  Probability distribution of number of path 

compromises for a given user over given time period 

Principles 
1.  Probability distribution 
2.  Measure on human timescales 
3.  Based on adversaries 

Security Metrics 
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“Users Get Routed” Outline Summary 

●  Tor Security Analysis 
– Adversary Framework 
– Security Metrics 
– Evaluation Methodology 
– Node Adversary Analysis 
–  Link Adversary Analysis 
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TorPS: The Tor Path Simulator 

User Model Client Software 
Model 

Streams 

Network Model 

Relay 
statuses 

StreamCircuit 
mappings 
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TorPS: The Tor Path Simulator 

User Model Client Software 
Model 

Streams 

Network Model 

Relay 
statuses 

StreamCircuit 
mappings 
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TorPS: User Model 

20-minute traces 

Gmail/GChat 

Gcal/GDocs 

Facebook 

Web search 

IRC 

BitTorrent 

Typical 

Session schedule 
 
Sessions at 
9:00, 12:00, 
15:00, and 18:00 
Su-Sa 

Repeated sessions 
8:00-17:00, M-F 

Repeated sessions 
0:00-6:00, Sa-Su 

Worst Port 
  (6523) 

Best Port 
 (443) 
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Rank  Port #  Exit BW %  Long-
Lived  Application 

1  8300  19.8  Yes  iTunes? 

2  6523  20.1  Yes  Gobby 

3  26  25.3  No  (SMTP+1) 

65312  993  89.8  No  IMAP SSL 

65313  80  90.1  No  HTTP 

65314  443  93.0  No  HTTPS 

TorPS: User Model 

Default-accept ports by exit capacity.  
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TorPS: User Model 
Model  Streams/

week  IPs  Ports (#s)  

Typical  2632  205  2 (80, 443)  
IRC  135  1  1 (6697)  
BitTorrent  6768  171  118  
WorstPort  2632  205  1 (6523)  
BestPorst  2632  205  1 (443)  

User model stream activity 
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TorPS: The Tor Path Simulator 

User Model Client Software 
Model 

Streams 

Network Model 

Relay 
statuses 

StreamCircuit 
mappings 
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TorPS: The Tor Path Simulator 

Network Model 

metrics.torproject.org 

Hourly 
consensuses 

Monthly server 
descriptors archive 
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TorPS: The Tor Path Simulator 

User Model Client Software 
Model 

Streams 

Network Model 

Relay 
statuses 

StreamCircuit 
mappings 
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TorPS: The Tor Path Simulator 

●  Reimplemented path selection in Python 
●  Based on current Tor stable version (0.2.3.25) 
●  Major path selection features include 

–  Bandwidth weighting 
–  Exit policies 
–  Guards and guard rotation 
–  Hibernation 
–  /16 and family conflicts 

●  Omits effects of network performance 

Client Software Model 
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“Users Get Routed” Outline Summary 

●  Tor Security Analysis 
– Adversary Framework 
– Security Metrics 
– Evaluation Methodology 
– Node Adversary Analysis 
–  Link Adversary Analysis 
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Rank  Bandwidth 
(MiB/s)  Family 

1  260.5  torservers.net 

2  115.7  Chaos Computer 
Club 

3  107.8  DFRI 
4  95.3  Team Cymru 
5  80.5  Paint  

Top Tor families, 3/31/13 

Node Adversary 

100 MiB/s total bandwidth 

Relay Type Number Bandwidth 
(GiB/s) 

Any 2646 3.10 
Guard only 670 1.25 
Exit only 403 0.30 
Guard & Exit 272 0.98 

Tor relay capacity, 3/31/13 
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Node Adversary 

100 MiB/s total bandwidth 

Probability to compromise at least one stream and rate of compromise, 10/12 – 3/13. 
100 



Node Adversary 

100 MiB/s total bandwidth 
83.3 MiB/s guard,16.7 MiB/s exit 
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Node Adversary Results 

Time to first 
compromised stream, 
10/12 – 3/13 

Fraction compromised 
streams, 10/12 – 3/13 
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Node Adversary Results 

Time to first compromised 
guard, 10/12 – 3/13 

Fraction streams with 
compromised guard, 
10/12 – 3/13 
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Node Adversary Results 

Time to first compromised 
exit, 10/12 – 3/13 

Fraction compromised exits, 
10/12 – 3/13 

104 



Time to first compromised circuit, 10/12-3/13 

Node Adversary Results 
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“Users Get Routed” Outline Summary 

●  Tor Security Analysis 
– Adversary Framework 
– Security Metrics 
– Evaluation Methodology 
– Node Adversary Analysis 
–  Link Adversary Analysis 
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Link Adversary 
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Link Adversary 

AS1 AS2 AS3 AS4 AS5 

AS6 

AS8 

AS7 

1.  Autonomous Systems (Ases) 
2.  Internet Exchange Points (IXPs) 
3.  Adversary has fixed location (unlike Path Independence) 
4.  Adversary may control multiple entities 

–  “Top” ASes 
–  IXP organizations 

AS6 

108 



Link Adversary 

AS1 AS2 AS3 AS4 AS5 

AS6 

AS8 

AS7 AS6 
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1.  Autonomous Systems (Ases) 
2.  Internet Exchange Points (IXPs) 
3.  Adversary has fixed location (unlike Path Independence) 
4.  Adversary may control multiple entities 

–  “Top” ASes 
–  IXP organizations 



Link Adversary 

AS/IXP Locations 
●  Ranked for client location 

by frequency on entry or 
exit paths 

●  Exclude src/dst ASes 
●  Top k ASes /top IXP 

organization 

Client locations 
•  Top 5 non-Chinese 

source ASes in Tor 
(Edman&Syverson 09) 

AS# Description Country 

3320 Deutsche Telekom AG Germany 

3209 Arcor  Germany 

3269 Telecom Italia Italy 

13184 HanseNet 
Telekommunikation 

Germany 

6805 Telefonica Deutschland Germany 

Type ID Description 

AS 3356 Level 3 Communications 

AS 1299 TeliaNet Global 

AS 6939 Hurricane Electric 

IXP 286 DE-CIX Frankfurt 

IXP Org. DE-CIX DE-CIX 

Example: Adversary locations for 
BitTorrent client in AS 3320 110 



Link Adversary 
# IXP Organization Size Country 

1 Equinix 26 global 

2 PTTMetro 8 Brazil 

3 PIPE 6 Australia 

4 NIXI 6 India 

5 XChangePoint 5 global 

6 MAE/VERIZON 5 global 

7 Netnod 5 Sweden 

8 Any2 4 US 

9 PIX 4 Canada 

10 JPNAP 3 Japan 

11 DE-CIX 2 Germany 

12 AEPROVI 2 Equador 

13 Vietnam 2 Vietnam 

14 NorthWestIX 2 Montana, US 

15 Terremark 2 global 

16 Telx 2 US 

17 NorrNod 2 Sweden 

18 ECIX 2 Germany 

19 JPIX 2 Japan 

IXP organizations ranked by size 

IXP organizations 
obtained by manual 
clustering based on 
PeerDB and PCH. 
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Link Adversary Adversary controls one AS, 
Time to first compromised stream, 
1/13 – 3/13 
“Best”: most secure client AS 
“Worst”: least secure client AS 

Adversary controls one AS, 
Fraction comp. streams, 1/13 – 3/13 
“Best”: most secure client AS 
“Worst”: least secure client AS 



Adversary controls top ASes, 
Time to first compromised 
stream, 1/13 – 3/13, 
Only “best” client AS 
 

Adversary controls IXP organization, 
Time to first compromised stream, 
1/13 – 3/13, 
“Best”: most secure client AS 
“Worst”: least secure client AS 
 

Link Adversary 
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“Users get routed”: bad news summary 

●   80% of all types of users may be deanonymized by 
moderate Tor-relay adversary within 6 months 

●  Bittorrent user by far worst off for fraction of 
connections compromised by Tor-relay adversary  

●  Against a single-AS adversary roughly 100% of users 
in some common locations are deanonymized within 
three months 

●  (or 95% in 3 months for a single IXP) 
●  2-AS adversary reduces median time to the first client 

deanonymization by an order of magnitude:  
–  from over 3 months to only 1 day for typical web user 
–  from over 3 months to c. 1 month for a BitTorrent user  
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Course Outline 
●  Lecture 1: Basics and Formalization 

•  Usage examples, basic notions of traffic-secure 
communications, mixes and onion routers 

•  Onion routing design basics: circuit construction protocols, 
network discovery 

•  Formalization and analysis, possibilistic and probabilistic 
definitions of anonymity 

●  Lecture 2: Security for the real world 
•  Simple demo of obtaining/using Tor 
•  Security of obtain/using Tor 
•  Adding network link awareness 
•  Importance of modeling users 
•  Importance of realistic and practical 

•  Adversary models        Security definitions 
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Where to turn for further information 

●  Anonymity bibliography:  http://freehaven.net/anonbib/ 
–  Best general source for papers on anonymous communication. 
–  Strangely, many original onion routing developments not there so… 

●  Early onion routing publications list: 
http://www.onion-router.net/Publications.html 

–  See also  http://www.onion-router.net/History.html 
–  And since it is not on any of the above lists, history 
https://www.acsac.org/2011/program/keynotes/syverson.pdf 

●  Privacy Enhancing Technologies Symposium: 
https://petsymposium.org/ 
–  Primary venue for research publications on anonymous 

communication and primary annual confluence of anonymous 
comms researchers 

●  My personal homepage: http://www.syverson.org/ 
–  Updated too infrequently, but has some useful relevant links 
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What to do if adversary can observe much 
of the network? 
●  Nation-state network observer 
●  Botnet or nation-state running many relays 
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What to do if adversary can observe much 
of the network? 
●  Nation-state network observer 
●  Botnet or nation-state running many relays 
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Come to the Stafford Tavares Lecture on Thursday 
for some analysis and possible answers. 


