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Law of cryptography



Cryptography with legal agents / contexts



Privacy 
Law

Cryptography & 
Privacy

Using cryptography to understand law



Legal analysis
Mathematical 

modeling & analysis

1. Extract relevant text 
and examples

2. Formalize mathematically

3. Analyze, alone and in 
relation to other notions

4. Draw legal conclusions

Using cryptography to understand law



Why?

• Scale of automated decision making
• Compliance / enforcement, even in the face of change
• Learn something about the law itself
• Understand policy tradeoffs and tensions
• Exercise rights
• Steer development of new tech / law

• It’s fun!



Motifs

• Treating law / policy goals as first-order objectives
• Internalize law and be guided by examples
• Crypto formalisms useful, but don’t apply unthinkingly



Today







Resources

• ACM CS&Law conference
• https://computersciencelaw.org/
• (First) deadline: Sept 30
• Conference: March 2025 in Munich

• CS+Law Workshop
• https://www.cslawworkshop.org/
• monthly on Zoom

• GenLaw
• https://www.genlaw.org/ 

https://computersciencelaw.org/
https://www.cslawworkshop.org/
https://www.genlaw.org/


How did I end up here?
I am not a lawyer…









Source: 
IAPP



Source: 
IAPP



What does deletion from ML 
models require?

The ”machine unlearning” question* [CY 15, GGVZ 19, GJNRSW 21, …] 

*Papers routinely conflate the question & proposed answers



“Nothing” is not the answer

ML models are PII / personal data,
absent a good reason to think otherwise [VBS 18]





Train 𝑇𝑟𝑎𝑖𝑛 𝐷 Train 𝑇𝑟𝑎𝑖𝑛 𝐷′

𝑥!"#
Delete𝐷 𝐷′

Close
𝐷𝑒𝑙𝑒𝑡𝑒(𝑇𝑟𝑎𝑖𝑛 𝐷 , 𝑥!"#)

RetrainDelete

History independence for unlearning

Naor, Teague. “Anti-persistence: History independent data structures” (2001)



Delete𝐷𝑒𝑙𝑒𝑡𝑒(𝐷𝑒𝑙𝑒𝑡𝑒 … )

History independence for unlearning

Train 𝑇𝑟𝑎𝑖𝑛 𝐷 Train 𝑇𝑟𝑎𝑖𝑛 𝐷′

Delete𝐷 𝐷′

Delete

𝐷𝑒𝑙𝑒𝑡𝑒(𝐷𝑒𝑙𝑒𝑡𝑒 … )

Close

RetrainDelete



History independence in MUL papers: issues

• Fixable
• Definitions often not strong enough

• More challenging
• Tailored to ML – what about Twitter?

• The elephant in the room
• Anonymization à users have no rights







Anonymization is all you need



Anonymization is all you need

X
Personal
Data

M
Magic
Box

M(X)
Anonymous
Data

What do we need from M for M(X) to be 
anonymous under GDPR?



Begs the question: does DP anonymize?





_______ anonymizes data under GDPR

• Differential privacy
• K-anonymity / de-identification
• Synthetic data
• ML models
• Encryption
• Multiparty computation
• Federated learning
• Exact aggregates
• Noised aggregates
• Secret sharing



• Personally identifiable 
information

• De-identification
• Linkability
• Singling out
• Inference
• Data deletion

• …

• Auxiliary information

• Post processing
• Composition
• Differential privacy
• Zero knowledge

• Secure multiparty 
computation

• Trust models
• …

Legal 
interface

Tech 
interface

Hybrid concept for legal theorems
Legal Privacy Concepts Technical Privacy Concepts



• Anonymization
• Singling out

• Differential privacy

• K-anonymity

For aggregate statistics about a dataset 
to be anonymous under GDPR, 

they must not enable an attacker to infer 
a hyper-specific description

of exactly one person in the dataset.

Claim: Preventing PSO attacks is a necessary technical condition for legal anonymization under GDPR.

Theorem: Differential privacy prevents many PSO attacks. 

Theorem: K-anonymity enables many strong PSO attacks.

Predicate singling out (PSO)
Legal Privacy Concepts Technical Privacy Concepts



Singling out





• A person is identified “within a group of 
persons [when] he or she is distinguished from 
all other members of the group.”

• For instance, by specifying “criteria which 
allows him to be recognized by narrowing down 
the group” to a single person.



The setting

Random dataset 
with 𝑛	records 𝑥 

sampled iid 𝑥 ∼ 𝐷

𝑋
Anonymization

mechanism

𝑀	
Predicate on records

eg: “Born on March  16”

𝑞

“𝑞	isolates	in	𝑋” if it’s true on exactly one record in 𝑋

Compare A’s ability to isolate before and after seeing the output M(X)

Singling-out
adversary

𝐴	
𝑀(𝑋)



Calculation Pr
!
𝑞" 	isolates	in	𝑋 < 𝑛 ⋅ Pr

#∼%
[𝑞" 𝑥 ] ≈ 0 Pr

!
𝑞& 	isolates	in	𝑋 = 365	 ⋅ &

'()
⋅ 1 − &

'()

'(*
≈ e+& ≈ 0.37

Example 
(𝑛 = 365)  
  
 

 𝑞& = “Born on March 16th“      
  𝑞&  isolates ≈ 37% of the time   

  𝑞" = “Vegan Colombian Jewish pilot fluent in Dutch” 
  𝑞"  isolates ≈ 0% of the time 

Isolation “𝑞	isolates	in	𝑋” if it’s true on exactly one record in 𝑋

Examples, and the baseline
𝑀	 𝐴	𝑋 𝑞

weight 𝑞& = &
'()

= &
,

  
&
&-
	

weight 𝑞" ≈ 0 

Baseline (informal) 
 How often 𝐴 isolates before seeing 𝑀(𝑋). Depends on weight.

Weight of 𝑞	 Probability of matching a random record
  weight 𝑞 ≔ Pr

.~%
[𝑞 𝑥 ]

Predicate singling-out attacks (informal)
 𝐴 outputs low-weight 𝑞 that isolates much more often than the baseline



base(𝑛, 𝑤)

Predicate singling-out attacks (informal)
 A outputs low-weight q that isolates much more often than the baseline

”A wins” for weight w 	(weight(𝑞) 	< 	𝑤)	AND	(𝑞	isolates	in	𝑋)

Baseline  base 𝑛, 𝑤 ≔	 max
$	&'()*&('	+

	 Pr
,,+,$

𝐴	wins 	 = 	 𝑛𝑤 1 − 𝑤 ./0

Predicate singling-out attacks [CN 20]

(1/𝑛, 0.37)

𝑀	 𝐴	𝑋 𝑞

negl 𝑛 , negl 𝑛



(1/𝑛, 0.37)

Predicate singling-out attacks [CN 20]

Predicate singling-out attacks (informal)
 A outputs low-weight q that isolates much more often than the baseline

”A wins” for weight w 	(weight(𝑞) 	< 	𝑤)	AND	(𝑞	isolates	in	𝑋)

Baseline  base 𝑛, 𝑤 ≔	 max
$	&'()*&('	+

	 Pr
,,+,$

𝐴	wins 	 = 	 𝑛𝑤 1 − 𝑤 ./0

Definition (Predicate singling-out attack) 

For 𝑤 < 0 ≤ 0
.

,  𝑀 enables 

predicates singling-out attacks 
if there exist adversary 𝐴, 
distribution 𝐷	such that
Pr

,,+,$
[𝐴	wins] ≫ base(𝑛, 𝑤) 

𝑀	 𝐴	𝑋 𝑞

negl 𝑛 , negl 𝑛

base(𝑛, 𝑤)



Summary of PSO results

Theorem: For M computing exact counts

   Pr 𝐴	𝑤𝑖𝑛𝑠 ≤ 𝑛 + 1 ⋅ base(𝑛,𝑤)

Theorem: For 𝑀 (𝜖, 𝛿)-DP, 𝑤 < I
J

      
Pr
K,L,M

𝐴	wins ≤ 2 + 𝜖 ⋅ base 𝑛,𝑤 + 𝑛𝛿

Theorem (informal): PSO-security doesn’t compose

Theorem (informal): k-anonymity enables PSO attacks

For Pr 𝐴	𝑤𝑖𝑛𝑠 < 0.01:
• Counts: 𝑤 < N

J!

• DP: 𝑤 < N
OJ



Example: Counting Mechanism 

Theorem: For M computing exact counts

   Pr 𝐴	𝑤𝑖𝑛𝑠 ≤ 𝑛 + 1 ⋅ base(𝑛,𝑤)

Proof: 

Possible answers: {0, 
"
#
, $
#
, … , 1}

Baseline attacker guesses 𝑀#&(𝑋), and runs 𝐴. 

⇒ 𝑏𝑎𝑠𝑒 𝑛,𝑤 ≥ '( )	+,#-
#."

𝑋 𝑀#"	 ℎ 𝑋 = Pr
<←>

[ℎ 𝑥 = 1]	

PSO security ⇏ Differential privacy



Composition
PSO secure 
individually

𝑴𝟐

𝑴ℓ

𝑴𝟏

𝑴𝟐

𝑴ℓ

𝑴𝟏

PSO secure
(with degradation)

Theorem
PSO security 

does not compose 
ℓ = 2 times.

This talk: ℓ = 𝜔(log 𝑛)



0 1 0 0 1 0 0 0
0 1 1 1 0 1 1 0
1 0 0 0 0 1 1 1
1 0 1 0 1 0 1 0
0 0 0 0 1 1 1 1

Non-composition proof
Counting 
Mechanisms

𝑴#𝒉𝟏

𝑴#𝒉𝟐

𝑴#𝒉ℓ

𝑥 1 	𝑥 2 	𝑥 3 	𝑥 4  …

𝑋

If ℎ" isolates row 𝑥, 
can learn 𝑥 1 , 𝑥[2], …

Probability ≈ 0.37!



0 1 0 0 1 0 0 0
0 1 1 1 0 1 1 0
1 0 0 0 0 1 1 1
1 0 1 0 1 0 1 0
0 0 0 0 1 1 1 1

Non-composition proof
Counting 
Mechanisms

𝑴#𝒉𝟏

𝑴#𝒉𝟐

𝑴#𝒉ℓ

𝑥 1 	𝑥 2 	𝑥 3 	𝑥 4  …

𝑋

If ℎ" isolates row 𝑥, 
can learn 𝑥 1 , 𝑥[2], …

Probability ≈ 0.37!



0 1 0 0 1 0 0 0
0 1 1 1 0 1 1 0
1 0 0 0 0 1 1 1
1 0 1 0 1 0 1 0
0 0 0 0 1 1 1 1

Non-composition proof
Counting 
Mechanisms

𝑴#𝒉𝟏

𝑴#𝒉𝟐

𝑴#𝒉ℓ

𝑥 1 	𝑥 2 	𝑥 3 	𝑥 4  …

𝑋

𝒉𝟏 ∧ 𝒙 𝟏 == 𝟏

If ℎ" isolates row 𝑥, 
can learn 𝑥 1 , 𝑥[2], …

Probability ≈ 0.37!



0 1 0 0 1 0 0 0
0 1 1 1 0 1 1 0
1 0 0 0 0 1 1 1
1 0 1 0 1 0 1 0
0 0 0 0 1 1 1 1

Non-composition proof
Counting 
Mechanisms

𝑴#𝒉𝟏

𝑴#𝒉𝟐

𝑴#𝒉ℓ

𝑥 1 	𝑥 2 	𝑥 3 	𝑥 4  …

𝑋

𝒉𝟏 ∧ 𝒙 𝟏 == 𝟏

𝒉𝟏 ∧ 𝒙 𝟐 == 𝟏

If ℎ" isolates row 𝑥, 
can learn 𝑥 1 , 𝑥[2], …

Probability ≈ 0.37!



0 1 0 0 1 0 0 0
0 1 1 1 0 1 1 0
1 0 0 0 0 1 1 1
1 0 1 0 1 0 1 0
0 0 0 0 1 1 1 1

Non-composition proof
Counting 
Mechanisms

𝑴#𝒉𝟏

𝑴#𝒉𝟐

𝑴#𝒉ℓ

𝑥 1 	𝑥 2 	𝑥 3 	𝑥 4  …

𝑋

𝒉𝟏 ∧ 𝒙 𝟏 == 𝟏

𝒉𝟏 ∧ 𝒙 𝟐 == 𝟏

𝒉𝟏 ∧ 𝒙 𝟑 == 𝟏

After ℓ bits, weight 2/ℓ

If ℎ" isolates row 𝑥, 
can learn 𝑥 1 , 𝑥[2], …

Probability ≈ 0.37!



Differential privacy

Definition: Random variables A and B over Ω are (𝜖, 𝛿)-close if ∀𝑆 ⊆ Ω, 
𝐴 ≈O,U 𝐵	 ⇔ 	 Pr 𝐴 ∈ Ω ≤ 𝑒O ⋅ Pr 𝐵 ∈ Ω + 𝛿

Definition: 𝑀 is 𝜖, 𝛿 -differentially private if for all 𝑋, 𝑋′ differing in one item,
𝑀 𝑋 ≈O,U 𝑀 𝑋V

X

X’

M

M(X)

M(X’)

https://desfontain.es/blog/differential-privacy-awesomeness.html



Differential privacy & PSO

Theorem: For 𝑀 (𝜖, 𝛿)-DP, 𝑤 < I
J

      
Pr
K,L,M

𝐴	wins ≤ 2 + 𝜖 ⋅ base 𝑛,𝑤 + 𝑛𝛿

Proof idea:
PSO attack is a type of overfitting

𝑞 𝑋 =
1
𝑛 > 𝑤 = 𝑞(𝐷)

DP prevents overfitting. 
E

K∼X1
Y←M∘L K

𝑞 𝑋 ≤ 𝑒O ⋅ E
K∼X1

Y←M∘L K

𝑞 𝐷 + 𝛿



𝑘-anonymity

Hierarchical Attributes generalized along a hierarchy 𝐻
  (e.g., 02446 à 0244* à 024** à 02*** à 0*** à *****)

Minimal As detailed as possible along 𝐻
  (e.g., Don’t use 02*** when 0244* works)

ZIP Rich Retired

02446 1 1

02446 0 0

02445 1 0

91011 0 0

91301 0 0

91640 1 0

M

3-Anon

ZIP Rich Retired

0244* * *

0244* * *

0244* * *

91*** * 0

91*** * 0

91*** * 0



𝑘-anonymity & PSO
Theorem (Informal) 
 Minimal hierarchical 𝑘-anonymous mechanisms
 enable strong predicate singling-out attacks against every row!

  

Theorem 
 For all 𝑘 > 1, 𝛼 > 0, weight 𝑤 < negl 𝑛  there exists 
 𝐴, 𝐷, 𝐻 such that for all minimal hierarchical 𝑘-anonymous 𝑀
 Pr

2,4,)
𝐴	wins	simultaneously	with	every	𝑞, > 1− 𝛼 

𝑀	 𝐴	𝑋 𝑞", 𝑞$, … , 𝑞#



Hybrid mathematical-legal theorem

Math Law

Mathematical
result

Legal 
conclusionArgument



Hybrid mathematical-legal theorem

Math Law

𝑘-anonymity
Fails to 

anonymize 
under GDPR

Legal
Singling 

Out

Predicate 
Singling 

Out
Enables Implies Implies



Resolving disagreement with legal guidance



Option 1: 
Legal postulate

Guidance is 
correct by fiat.

Option 2:
Squishy guidance

Guidance is 
typically correct, 

but allows 
exceptions.

Option 3:
Hybrid conjecture

Guidance is best 
guess at the 
time, can be 

wrong

Resolving disagreement with legal guidanceResolving disagreement with legal guidance

updated guidance 
coming … eventually?





“Nothing” is not the answer

ML models are PII / personal data,
absent a good reason to think otherwise [VBS 18]



Anonymization is all you need for erasure?



What does deletion from ML 
models require?

The ”machine unlearning” question* [CY 15, GGVZ 19, GJNRSW 21, …] 

*Papers routinely conflate the question & proposed answers



Differential privacy for unlearning
Model

Model’

DP Train

DP Train

Definition: Random variables A and B over Ω are (𝜖, 𝛿)-close if ∀𝑆 ⊆ Ω, 
𝐴 ≈O,U 𝐵	 ⇔ 	 Pr 𝐴 ∈ Ω ≤ 𝑒O ⋅ Pr 𝐵 ∈ Ω + 𝛿

Definition: 𝑀 is 𝜖, 𝛿 -differentially private if for all 𝑋, 𝑋′ differing in one item,
𝑀 𝑋 ≈O,U 𝑀 𝑋V

Let’s suppose DP anonymizes. 
See: US Census, Facebook, Apple, Google, …



History-independence   vs   DP

Train 𝑇𝑟𝑎𝑖𝑛 𝐷 Train 𝑇𝑟𝑎𝑖𝑛 𝐷′

𝑥∗
Unlearn𝐷 𝐷′

Retrain

HI ⇒ close in distribution
𝑈𝑛𝑙𝑒𝑎𝑟𝑛(𝑇𝑟𝑎𝑖𝑛 𝐷 , 𝑥∗)



Train 𝑇𝑟𝑎𝑖𝑛 𝐷 Train 𝑇𝑟𝑎𝑖𝑛 𝐷′

Unlearn𝐷 𝐷′

Unlearn

Unlearn

Retrain

𝑈𝑛𝑙𝑒𝑎𝑟𝑛(𝑈𝑛𝑙𝑒𝑎𝑟𝑛 … )

𝑈𝑛𝑙𝑒𝑎𝑟𝑛(𝑈𝑛𝑙𝑒𝑎𝑟𝑛 … )

HI ⇒ close in distribution

History-independence   vs   DP



Train 𝑇𝑟𝑎𝑖𝑛 𝐷 Train nothing

Unlearn𝐷

nothing

Unlearn

Unlearn

Retrain

𝑈𝑛𝑙𝑒𝑎𝑟𝑛(𝑈𝑛𝑙𝑒𝑎𝑟𝑛 … )

HI ⇒ close in distribution

Train 𝑇𝑟𝑎𝑖𝑛 𝐷

Differnetial Privacy

Non-trivial DP ML ⇒ 
DP doesn’t satisfy history independence

History-independence   vs   DP



What does machine unlearning 
require?
Collective vs individual protection



Disgorgement: anonymization is not enough

FTC made WW destroy “any models or algorithms developed in 
whole or in part using Personal Information Collected from Children 
through the Kurbo Program”



What does data deletion
require?



Beyond statistical computations

• DP doesn’t make any sense 
for social functionalities
• Can still hope to limit Alice’s 

downstream effect after 
deletion
• How to formalize?



Beyond statistical computations

Alice
• Does anybody think this is 

not meaningful?
• Does anybody think there is a 

better approach?



Simplified execution model ⟨𝐶, 𝐸, 𝑌⟩

Controller 𝑪

State: 𝑆

𝑨𝒍𝒊𝒄𝒆	𝑨

Environment 𝑬

View: 𝑉

• Authenticated channels*
• One 𝐶 ↔ 𝐴 channel
• Many 𝐶 ↔ 𝐸 channels
• 𝐶 can’t distinguish

• Arbitrary interaction
• Starts with 𝐸
• Send message à activate recipient 
• Ends when 𝐴 sends DEL to 𝐶, and 𝐶 processes it

• We care about:
• 𝑆: Controller’s internal state
• 𝑉: Environment’s view

*Authentication is necessary [GGV 20]



Deletion-as-confidentiality [GGV 20]

Controller 𝑪

State: 𝑆

𝑨𝒍𝒊𝒄𝒆	𝑨

Environment 𝑬

View: 𝑉

Controller 𝑪

State: 𝑆23#45

𝑨𝒍𝒊𝒄𝒆	𝑨

Environment 𝑬

View: 𝑉23#45

Real world Ideal world

Definition 
𝐶 satisfies 𝜖, 𝛿 −	deletion-as-confidentiality if for all 𝐸, 𝑌 

	𝑆, 𝑉 	 ≈5,6 	 	𝑆,789: ,	𝑉,789:

Adapted from “Formalizing Data Deletion in the Context of the Right to be Forgotten” by Garg, Goldwasser, Vasudevan (2020)



Example: One-shot DP

Controller 𝑪

State: 𝑆

𝑨𝒍𝒊𝒄𝒆 𝑨

Environment 𝑬𝐶e 
for diff priv M

𝑥$

𝑋6

Real world

• Maintain 𝐷 = 𝑋0 ∪ {𝑥1}
• Return ⊥

Before Sept 1, 2024

• Return 𝑦After Sept 1, 2024

• 𝑦 = 𝑀(𝐷)
• Erase 𝐷

Midnight, Sept 1, 2024𝐶 +

• If DEL before Sept 1:
• 𝑆 = 𝑋! = 𝑆"#$%&   ß  need history independence
• 𝑉 =	⊥	= 𝑉"#$%&

• If DEL after Sept 1:
• 𝑆 = 𝑀 𝑋! ∪ 𝑥' ≈(,* 	𝑀 𝑋! = 𝑆"#$%&

• 𝑉 = 𝑀 𝑋! ∪ 𝑥' ≈(,* 	𝑀 𝑋! = 𝑉"#$%&

Controller 𝑪

State: 𝑆23#45

𝑨𝒍𝒊𝒄𝒆	𝑨

Environment 𝑬

Ideal world

𝐶+ for diff priv M𝐶$  
for diff priv M

⊥ or 𝑦

𝑋6

⊥ or 𝑦



Example: Bulletin Board

Controller 𝑪

State: 
(⊥,  “Alice said hi”) 

𝑨𝒍𝒊𝒄𝒆	𝑨

Environment 𝑬 Controller 𝑪

State: 
(⊥,  “No Alice “) 

𝑨𝒍𝒊𝒄𝒆	𝑨

Real world Ideal world

“hi”

What did 
Alice say?

“Alice said hi”

“hi”

⊥

What did 
Alice say?

“No Alice”

DEL

Environment 𝑬

Confidentiality ⇒ 
Alice and Env never interact



Confidentiality is too strong: 
no bulletin board



Simulatable deletion [GL 22]

Controller 𝑪

State: 𝑆

𝑨𝒍𝒊𝒄𝒆	𝑨

Environment 𝑬

View: 𝑉

Definition 
𝐶 satisfies simulatable deletion if 

there exists a simulator 𝑆𝑖𝑚 such that for all for all 𝐸, 𝑌 
	𝑆, 𝑉 	 ≈ 	 	𝑆𝑖𝑚(𝑉), 𝑉

Adapted from “Deletion-Compliance in the Absence of Privacy” by Godin, Lamontagne (2022)



Example: Bulletin Board

Controller 𝑪

State: 
(⊥,  “Alice said hi”) 

𝑨𝒍𝒊𝒄𝒆	𝑨

Environment 𝑬
“hi”

What did 
Alice say?

“Alice said hi”

“hi” DEL

• Controller’s state:     (⊥,      “Alice said hi”)
• Simulator:

• Read the transcript
• Write down all messages from E

• 𝑆, 𝑉 = 𝑆𝑖𝑚 𝑉 , 𝑉  if state history independent



Example: Bulletin Board

• Controller’s state:     (⊥,      “Alice said hi”)
• Simulator:

• Read the transcript
• Write down all messages from E

• 𝑆, 𝑉 = 𝑆𝑖𝑚 𝑉 , 𝑉  if state history independent

Controller 𝑪

State: 
(⊥,  “Alice said hi”) 

𝑨𝒍𝒊𝒄𝒆	𝑨

Environment 𝑬
“hi”

What did 
Alice say?

“Alice said hi”

“hi” DEL

But what if Controller doesn’t delete?

“hi”

and A

Simulation ⇒
Don’t delete anything that was made public



Simulation is too weak: 
no deletion!



Deletion-as-control [CSSV 23]

Controller 𝑪
Randomness: 
𝑅 ← 0,1 ∗

State: 𝑆

𝑨𝒍𝒊𝒄𝒆	𝑨

Environment 𝑬

View: 𝑉

Controller 𝑪
Randomness: 

𝑅728 ← 𝑆𝑖𝑚(𝑅, 𝑆, 𝑞)
State: 𝑆23#45

𝑨𝒍𝒊𝒄𝒆	𝑨

Dummy 𝑫

Replays queries

Real world Ideal world

Queries: 𝑞 Queries: 𝑞

Definition 
𝐶 satisfies 𝜖, 𝛿 −	deletion-as-control if 

there exists a simulator 𝑆𝑖𝑚 such that for all for all 𝐸, 𝑌 
• Pr 𝑆,789: = 𝑆 ≥ 1− 𝛿
• 𝑅-,; 	≈5,6 	 𝑈𝑛𝑖𝑓

𝑅728  is plausible Together, 𝑞 and 𝑅728  explain the state 𝑆



Example: XOR

Controller 𝑪⊕

𝑅 ∼ 𝑈𝑛𝑖𝑓
𝑆 = 𝑅⊕ 𝑥$⊕𝑥0⊕𝑥:…

𝑨𝒍𝒊𝒄𝒆

Claim: 𝐶⊕ satisfies (0,0)-deletion-as-control.
• Pr 𝑆z{|}~ = 𝑆 = 1
• 𝑅�z� ∼ 𝑈𝑛𝑖𝑓

𝑥0, 𝑥:, …

𝑥$

⊥

Environment 𝑬

𝑨𝒍𝒊𝒄𝒆

𝑥&, 𝑥", … Dummy DController 𝑪⊕

𝑅728 = 𝑅⊕ 𝑥$
𝑆23#45 = 𝑅;⊕𝑥0⊕𝑥:… = S ⊥

Real world Ideal world



Example: Bulletin Board

Controller 𝑪

State: 
(⊥,  “Alice said hi”) 

𝑨𝒍𝒊𝒄𝒆	𝑨

Environment 𝑬 Controller 𝑪

State: 
(⊥,  “No Alice “) 

𝑨𝒍𝒊𝒄𝒆	𝑨

Real world Ideal world

“hi”

What did 
Alice say?

“Alice said hi”

“hi”

⊥

What did 
Alice say?

“Alice said hi”

DEL

Dummy D

In both worlds: Lingering dependence on A iff E’s msgs depend on A’s msgs

Theorem
C is history independent ⇒ 

(0,0)-deletion-as-control



Example: One-shot DP

Controller 𝑪

State: 𝑆

𝑨𝒍𝒊𝒄𝒆 𝑨

Environment 𝑬𝐶e 
for diff priv M

𝑥$

𝑋6

Real world

• Maintain 𝐷 = 𝑋0 ∪ {𝑥1}
• Return ⊥

Before Sept 1, 2024

• Return 𝑦After Sept 1, 2024

• 𝑦 = 𝑀(𝐷)
• Erase 𝐷

Midnight, Sept 1, 2024𝐶 +

Controller 𝑪

State: 𝑆23#45

𝑨𝒍𝒊𝒄𝒆	𝑨

Environment 𝑬

Ideal world

𝐶+ for diff priv M𝐶$  
for diff priv M

⊥ or 𝑦

𝑋6

⊥ or 𝑦

Lemma: If 𝑀 𝐷;𝑅 ≈O,U 𝑀(𝐷V; 𝑅), 
then sampling 𝑅 then 𝑅′ conditioned on 
equality gives:
• Pr 𝑒𝑞𝑢𝑎𝑙 > 1 − 𝛿
• 𝑅V ≈O,U 𝑅

Example:
𝑀 𝐷 = ∑𝑥, +𝑅 for   𝑅 ∼ 𝐿𝑎𝑝 "

5

𝑅-,; = 𝑅 + 𝑥9:,>8     is  𝜖, 𝛿 -close to 𝐿𝑎𝑝 "
5



(𝜖, 𝛿) DP  ⇒ 𝜖, 𝛿  deletion-as-control

Theorem 1: Batch processing; 
central DP

Theorem 2: Streaming processing; 
event-level, adaptive pan-privacy + continual 
release

Controller 𝑪𝑴𝒃𝒂𝒕𝒄𝒉

• Maintain dataset 𝐷
• Return ⊥Before time 𝑇

• Return 𝑦After time 𝑇

• Run 𝑦 ← 𝑀 𝐷
• Erase 𝐷At time 𝑇

Controller 𝑪𝑴𝒔𝒕𝒓𝒆𝒂𝒎

𝑀 Hist Ind Dictionary 𝐷

• Maintains “logical dataset” 
≤ 1 entry per user
• If (𝑢𝑠𝑒𝑟 ∉ 𝐷): pass to 𝑀
• If (𝑢𝑠𝑒𝑟 ∈ 𝐷): do nothing

Publish 𝑀’s output daily

Formally, requires defining:
• Adaptive PP + CR
• Adaptive HI
• Adaptive execution of arbitrary interactive TMs
• Interfaces stitching them all together

Eg: DP-FTRL 
[KMSTTX 21]



Confidentiality
Adaptive History 

Independence

Data structure
deletion

Deletion-as-control

Differential
privacy

Batch ML

Public Directory + Usage Statistics

Approximate 
retraining

Updatable ML

Updatable ML

Public Bulletin 
Board

Private Cloud 
Storage



1. Extract relevant text 
and examples

2. Formalize mathematically

3. Analyze, alone and in 
relation to other notions

4. Draw legal conclusions

Machine unlearning and anonymization



Legal conclusions

• K-anonymity (and related techniques) fail as general purpose 
anonymizers
• Some support for the view that DP anonymizes. If so…
• New MUL algorithms / tradeoffs possible
• Different contexts à different requirements
• Collective (disgorgement) vs Individual (erasure) rights




