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Abstract. This paper studies the Twinkle family of low-latency sym-
metric key schemes designed by Wang et al. (CiC 2024). In particular,
it presents cryptanalysis of both the mode and the underlying primitive.
Twinkle is a PRF-based design, and an authenticated encryption scheme
Twinkle-AE is specified based on a dedicated PRF called Twinkle-PRF.
To achieve low latency, Twinkle-PRF uses a large key and state to produce
sufficient randomness in a single step. Twinkle-AE uses a 1024- or 512-
bit key for authentication and generates a t-bit tag, where t ∈ {64, 128}.
It claims to provide t bits of integrity. Several Twinkle-AE parameter
sets claim higher confidentiality than integrity. In this setup, for any ci-
phertext, an adversary can obtain the message after O(2t) decryption
attempts by guessing the tag, allowing attacks in the chosen-ciphertext
setting. We show that a 1024- or 512-bit authentication key can be re-
covered using only O(2t) queries. The recovered authentication key en-
ables the generation of valid ciphertexts for arbitrary plaintexts, thus
achieving universal forgery. In the second part of the paper, we perform
cryptanalysis on reduced-round variants of the 1280-bit public permu-
tation Twinkle-P, which serves as a core component of Twinkle-PRF.
We investigate impossible differential, zero-correlation linear, integral,
and differential-linear distinguishers by developing automated analytic
tools. We provide practical distinguishers for up to 5 rounds, and the
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longest distinguisher reaches 6 rounds with a complexity of 274.32. This
surpasses the round bounds evaluated by the designers. We stress that
our attacks on mode exploits the gap between the claimed confidentiality
and integrity levels, thus have no impact on the parameter sets having
the same security level. Our attacks on the permutation do not have
any significant impact on the whole specifications. Moreover, we note
that Twinkle-AE-512b/Twinkle-AE-1024b and Twinkle-PA remain se-
cure, and the versions we attacked would also be secure if the claimed
confidentiality level matched the integrity level.

Keywords: Cryptanalysis · Lightweight cryptography · Low-latency prim-
itive · Twinkle · authentication · confidentiality · permutation

1 Introduction

Evolving from general-purpose schemes, symmetric-key cryptography is increas-
ingly adopting domain-specific designs tailored for particular use cases. This
shift, driven by efforts such as NIST’s lightweight cryptography standardiza-
tion [3] and the CAESAR competition [1], reflects diverse requirements across
domains, including lightweight applications, high throughput, and strong secu-
rity guarantees. A prominent domain in this context is low-latency cryptography,
which plays a vital role in securing memory and system components in modern
computing environments. Some key ciphers in this area include PRINCE [13],
MANTIS [9], QARMA [7], SPEEDY [25], Orthros [8], Gleeok [4], SCARF [14],
and BipBip [10]. With rising threats from physical and software-based memory
attacks, hardware vendors now integrate cryptographic protections through solu-
tions like Intel Software Guard Extensions (SGX) [19], AMD Secure Encrypted
Virtualization (SEV) [2], and ARM CCA [5]. These mechanisms reflect vary-
ing levels of protection offered by secure memory encryption engines (MEEs),
including features like ciphertext uniqueness and replay protection [17].

While encryption for memory protection has received considerable attention,
the design of authenticated encryption (AE) and message authentication codes
(MACs) tailored for system-level security, such as Pointer Authentication (PA),
remains less explored. Existing industrial implementations (e.g., ARM’s PAC [6],
Intel’s C3 [26]) often rely on domain-specific MACs or tweakable block ciphers
optimized for minimal latency.

Building on these developments, Wang et al. introduced the Twinkle frame-
work [33] to address the need for efficient cryptographic mechanisms at the sys-
tem level. This framework provides two key components: (i) a nonce-based AE
scheme designed for memory encryption, and (ii) a lightweight MAC optimized
for pointer authentication. Both constructions are based on a compact and novel
pseudorandom function (PRF), enabling efficient hardware implementation.

In this work, we present a comprehensive security analysis of the Twinkle

family, a set of low-latency schemes designed to provide stronger protection
against replay attacks in memory encryption scenarios. The design adopts a
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stream cipher structure combined with a Wegman-Carter message authentica-
tion code (WC-MAC) [34], deriving both the keystream and authentication mask
from a single PRF, which helps reduce overall latency. This structure enables
time-aligned encryption, plaintext-independent computation, and pre-processing
when the nonce is known in advance. These features further minimize delay.
The 1280-bit tailored PRF state allows efficient processing of entire cache lines,
while the hardware-optimized round function, which includes diffusion-friendly
S-boxes and double-lane rotations, improves both performance and security.
Twinkle-PA, a matching MAC that uses the same PRF, supports compact and
efficient integration on shared hardware.

A key challenge in analyzing Twinkle-AE stems from its large 1280-bit in-
ternal state. This design allows a greater number of active S-boxes per round,
thereby improving security against differential and linear attacks. Additionally,
at least 128 bits of the state remain concealed, complicating attempts at impossi-
ble differential and guess-and-determine attacks. Furthermore, the design intro-
duces strong diffusion early in the computation: input data is spread across the
state using multiple permutation matrices. Such a strong underlying structure
leads the designers to claim the security of Twinkle-AE based on its underlying
Twinkle-PRF and WC-MAC. Another aspect of Twinkle-AE is the use of the
initialization vector (IV) as an only input to its underlying Twinkle-PRF, which
makes it considerably more difficult to mount attacks targeting the PRF.

The designers claim that the security of the Twinkle-AE family fundamen-
tally relies on the robustness of its underlying PRF, which is based on a large-
state Even-Mansour construction. Assuming a random permutation and distinct
key components, they argue that the construction achieves a security bound of
O(2640) for Twinkle’s 1280-bit state, which is well beyond its intended security
targets. The Twinkle-PRF has undergone extensive analysis against a wide range
of classical cryptanalytic techniques, including differential, linear, integral, im-
possible differential, and meet-in-the-middle attacks. Based on these properties,
the designers assert that the PRF is secure for use in both memory encryp-
tion and pointer authentication scenarios, under the assumption that the key is
securely stored within the processor and not subject to related-key attacks.

The designers of Twinkle claim security based on the strength of the Twinkle
-PRF and the WC-MAC components. Each part of Twinkle-AE, namely the en-
cryption and MAC mechanisms, individually satisfies standard security guaran-
tees. However, our analysis shows that the universal hash function introduces a
weakness that an attacker can exploit when the number of queries can exceed
the output size. Hence, as our first objective, we identify vulnerabilities that do
not require directly targeting the underlying PRF.

In addition, although the designers have explored the security of the un-
derlying permutation against cryptanalytic attacks, they have rarely presented
concrete distinguishers. In particular, they have not examined the security of
the permutation against differential-linear attacks, which often serve as some
of the most powerful distinguishers for cryptographic permutations. To address
this gap, we construct concrete differential-linear distinguishers and either sig-
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nificantly strengthen the existing analysis or provide the first known results in
this direction.

1.1 Our Contributions

We provide a focused cryptanalytic evaluation of the Twinkle-AE scheme, ad-
dressing gaps in the analysis of the Twinkle-P permutation and key-recovery
resistance. Our contributions are twofold:

1. Authentication key-recovery attacks: For AE, even if a nonce and a
ciphertext are known, a corresponding M is not accessible without know-
ing a tag T . However as observed by Hosoyamada et al. [24] against Rocca
[28], higher confidentiality than integrity allows an adversary to exhaustively
guess T with 2t queries, allowing M to be leaked to the adversary. By com-
bining this idea with the structure of Twinkle-AE, we demonstrate authenti-
cation key-recovery attacks on Twinkle-AE for the versions claiming higher
confidentiality than integrity, which allows an adversary to recover a 1024-
or 512-bit authentication key K ′ with O(2t) queries in the nonce-respecting
setting, where t ∈ {64, 128}. The recovered K ′ enables the generation of
valid ciphertexts for arbitrary plaintexts, thus achieving universal forgery,
which breaks the notion of indistinguishability under chosen-ciphertext at-
tack (IND-CCA). Importantly, these attacks do not exploit weaknesses in the
underlying Twinkle-PRF, but rather in the use of the universal hash function
within the WC-MAC construction. Additionally, we present a variant of the
attack that succeeds with only O(1) queries in the nonce-misuse setting. Note
that because the IV size is 128 bits, repeat of the same nonce is inevitable
after 2128 queries for Twinkle-AE-512c and Twinkle-AE-1024c that claim
256-bit confidentiality even with the restriction that the attacker can only
make queries in the chosen-plaintext setting. We also show that Twinkle-AE
does not provide key-committing security, allowing an adversary to create
distinct keys that produce the same ciphertext with O(1) cost.

2. Analysis of the underlying permutation: We analyze the Twinkle-P

permutation, the core component of Twinkle-AE, against several cryptan-
alytic distinguishers. Table 1 summarizes our findings. Notably, we present
practical differential-linear (DL) distinguishers for up to 5 rounds of Twinkle
-P, as well as a strong theoretical DL distinguisher for 6 rounds. For exam-
ple, the data complexity of our 5-round differential-linear distinguisher is
25.70 randomly chosen input pairs, or equivalently, 2 · 25.70 chosen inputs.
While the designers claimed that no 7-round impossible differential trail
could be constructed even with full adversarial control over all 1280 bits,
we match this bound by explicitly constructing a 6-round impossible differ-
ential attack. Moreover, we provide zero-correlation (ZC) distinguishers for
up to 6 rounds. We also leverage the connection between ZC and integral
distinguishers, along with the constraint programming (CP) based search
methods proposed in [23,21], to identify ZC-based integral attacks. Addi-
tionally, we use the bit-based division property to derive practical integral
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Distinguisher #Rounds #Distinguishers Attack complexity Ref.

Differential 4 − > 258 [33]

Linear 4 1 260 [33]

Truncated Differential 3.5 1 27.4 [33]

Differential-Linear

4 80 2 subsection 5.6

5 80 2 · 25.70 subsection 5.6

6 80 2 · 273.32 subsection 5.6

Impossible Differential

4 80 · 21820 − subsection 5.3

5 80 · 21148 − subsection 5.3

6 80 · 2356 − subsection 5.3

Zero-Correlation Linear

4 80 · 21278 − subsection 5.4

5 80 · 21140 − subsection 5.4

6 80 · 216 − subsection 5.4

Integral

3 80 2 subsection 5.4

4 80 24 subsection 5.4

5 80 212 subsection 5.5

Table 1: Summary of distinguishers for Twinkle-P

distinguishers for up to 5 rounds of Twinkle-P. We provide the source code
of our tools as well as the experimental verifications at the following link:
https://github.com/hadipourh/twinkle.

1.2 Paper Organization

The rest of the paper is organized as follows. Section 2 introduces the notation
used throughout the paper. Section 3 describes the specification of Twinkle.
Section 4 presents our attacks against Twinkle-AE. Section 5 provides the crypt-
analysis of reduced rounds of Twinkle-P. Finally, Section 6 concludes the paper.

2 Notation

Let Zm denote the set {0, 1, . . . ,m − 1} for a positive integer m. Assume that
S = S[m − 1] ∥ · · · ∥ S[1] ∥ S[0] is an m-bit string, where S[0] (resp. S[m − 1])
represents the least significant bit (LSB) (resp. most significant bit (MSB)).
We assume that m is a multiple of 16, that is, m = 16 × ℓ for some ℓ ∈ Zn.
According to the Twinkle-AE specification [33], the internal state of Twinkle-P
is arranged into a 4× 4× ℓ three-dimensional array, as illustrated in Figure 1a.
We use (x, y, z) or, alternatively, S[x][y][z] to indicate the position of each bit
within the 3D representation, where x, y ∈ {0, . . . , 3} and 0 ≤ z ≤ ℓ − 1. The
entry S[x][y][z] within the 3D representation corresponds to S[x+ 4 · y + 16 · z]
within the one-dimensional (1D) representation. Similar to the specification [33],
we use • to denote that one coordinate can take all possible values. For example,
for a given pair (y, z), S[•][y][z] represents S[x][y][z] for all x ∈ {0, . . . , 3}. We
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refer to S[•][y][z], S[x][•][z], S[x][y][•], and S[•][•][z] as row, column, lane, and
slice, respectively.

Besides the 3D representation, we can also represent the internal state as
a two-dimensional 16 × ℓ array, as shown in Figure 1b. In this case, we assign
S[x][y][z] from the 3D representation to S[i][j] in the 2D representation, where
j = z and i = x + 4 · y. Therefore, the jth slice in the 3D representation
corresponds to the jth column of the 2D representation, where each column
is filled from top to bottom. That is, the topmost bit of each column in 2D
representation is the first bit of each slice. Additionally, each row of the 2D
representation corresponds to a lane of the 3D representation. For example, the
cells marked by , , and in Figure 1b correspond to S[0][0][0], S[3][1][39],
and S[3][3][79] in the 3D representation, respectively. We recall that S[0][0][0]
is the LSB of the m-bit string S, and the leftmost bit in each row of the 2D
representation represents the LSB of the corresponding lane. We denote left
(i.e. from LSB to MSB) and right (i.e. from MSB to LSB) bit rotations within
an n-bit string by ≪n and ≫n, respectively.
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Fig. 1: Different views of the Twinkle state
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Fig. 2: Overview of Twinkle-PRF

3 Specification of Twinkle

Twinkle presents two modes of operations for a PRF; an AE mode Twinkle-AE
and a MAC mode specialized for pointer authentication Twinkle-PA. Twinkle
defines a specific instance by designing a dedicated PRF Twinkle-PRF, which is
computed with a dedicated public permutation Twinkle-P.

3.1 Twinkle-PRF

Twinkle-PRF : {0, 1}1280 × {0, 1}128 7→ {0, 1}o is a function that takes a 1280-
bit key K and 128-bit IV as input and returns an o-bit string where o ∈
{1, . . . , 1152}. When a key is fixed, which is a more relevant scenario for at-
tacking specific users, Twinkle-PRF is a 128-bit to o-bit function.

Overall, Twinkle-PRF performs the following three operations. First, an input
expansion function FI : {0, 1}128 7→ {0, 1}1280 is computed to create a 1280-bit
state S from the 128-bit IV. Then, the Even-Mansour construction is computed
with a 1280-bit key K and Twinkle-P. Finally, an output compression function
FO : {0, 1}1280 7→ {0, 1}o is computed to produce an o-bit function. The overall
structure of Twinkle-PRF is depicted in Figure 2
FI duplicates the 128-bit IV to make 10 copies of IV, each is applied a

different bit-permutation σi. Namely, a 1280-bit state S is computed by S ←
σ9(IV)∥σ8(IV)∥ · · · ∥σ0(IV), where each σi moves the bit position j of IV to the
bit position ai · j + bi mod 128 for j ∈ {0, . . . , 127}, and the values of ai and bi
are defined in Table 2.

i 0 1 2 3 4 5 6 7 8 9

ai 1 3 5 7 11 13 17 19 23 29
bi 0 1 2 3 4 5 6 7 8 9

Table 2: Parameters of Bit Permutation σi.

FO generates an o-bit string by computing Trunco(S ⊕ (S ≫ 128)), where
Truncn represents the least significant n bits of a bit string.
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In the Even-Mansour construction in the middle, the 1280-bit state is up-
dated by S ← Twinkle-P(S⊕k0)⊕k1, where k0 is the master key K, Twinkle-P
is a 1280-bit public permutation specified later, and k1 is another 1280-bit key
computed by k1 ← (K ≫ 1)⊕ (K ≫ 1279).

Note that the number of rounds inside Twinkle-P depends on the secu-
rity level required by an upper-layer protocol, which is denoted by m, m ∈
{64, 128, 256}. This indicates that Twinkle-PRF also depends on m. Twinkle-
PRF is also parameterized by an output length o. To clarify those parameters,
the designers introduced a notion of Twinklemo to denote the Twinkle-PRF with
a security parameter of m and the output length of o.

3.2 Twinkle-AE

Twinkle-AE is an AE scheme specialized for encrypting the cache line, therefore,
the plaintext size, denoted by c, is limited to two choices, either 512 bits or 1024
bits, i.e. c ∈ {512, 1024}, and the corresponding scheme is called Twinkle-AE-

512 and Twinkle-AE-1024, respectively. IV serves as a unique nonce, which is
never used more than once under the same key. Unlike standard AEAD schemes,
Twinkle-AE does not take associated data as input. The ciphertext size is the
same as the plaintext size, and it generates a t-bit tag for the message au-
thentication, where t ∈ {64, 128}. Besides, Twinkle-AE supports two levels of
confidentiality; 128 bits and 256 bits, in which the choice of the confidentiality
level only affects the number of rounds inside Twinkle-P, and makes no differ-
ence as long as Twinkle-PRF is viewed as a block-box. Twinkle-AE specifies six
valid combinations of c, t, and the confidentiality level as listed in Table 3.

Versions Confidentiality Integrity (t)

Twinkle-AE-512a 128 64
Twinkle-AE-512b 128 128
Twinkle-AE-512c 256 128

Twinkle-AE-1024a 128 64
Twinkle-AE-1024b 128 128
Twinkle-AE-1024c 256 128

Table 3: Twinkle-AE Versions and Security in Bits

Encryption. The diagram of the encryption procedure is depicted in Figure 3.
Encryption of Twinkle-AE takes as input a 1024-bit encryption key K, a c-bit
authentication key K ′, a c-bit message M , and a 128-bit IV. It outputs a c-bit
ciphertext C and t-bit tag T .

Encryption of Twinkle-AE first computes Twinkle-PRF to generate a t + c
bit string denoted by Ot∥Oc, from a 128-bit IV and a 1280-bit key K. Namely,
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Fig. 3: Encryption Diagram of Twinkle-AE

Ot∥Oc ← Twinklemt+c(IV,K), where m is either 128 or 256 depending on the
version of Twinkle-AE. Oc, c bits of the generated string, is used as a key stream.
Namely, Oc is XORed to M , and the result is output as a c-bit ciphertext C.

Ot, t bits of the generated string, is used to generate a t-bit tag T in the
WC-MAC paradigm. In details, M and K ′ are first divided into t-bits of strings
Mc/t−1∥ · · · ∥M1∥M0 ← M and K ′

c/t−1∥ · · · ∥K
′
1∥K ′

0 ← K ′, then a universal

hash function H =
∑c/t−1

i=0 Mi ⊗ K ′
i is computed, wherein ⊗ represents the

multiplication in the finite field F t
2 , and finally Ot ⊕H is output as a tag T .

3.3 Twinkle-PA

Twinkle-PA is a MAC scheme designed for a pointer authentication, namely
to authenticate a 64-bit pointer address PT and a 64-bit context CT . With a
1280-bit key K, it generates a t-bit tag T , where 1 ≤ t ≤ 32.

Twinkle-PA consists of a single call of Twinkle-PRF. CT∥PT forms a 128-bit
IV, and the output of Twinkle-PRF is directly used as T . Twinkle-PA provides
64-bit security against offline attacks. Namely, T ← Twinkle64t (CT∥PT,K).

3.4 Twinkle-P

Each round (R) in Twinkle-P consists of five operations, namely S-box (SB),
LaneRotation0 (LR0), MixSlice (MS), LaneRotation1 (LR1), and AddConstant
(AC):

R = AC ◦ LR1 ◦MS ◦ LR0 ◦ SB.

S-box (SB): This step applies a 4-bit S-box S to each row of the internal state:

S[0][y][z] ∥ · · · ∥ S[3][y][z]← S-box(S[0][y][z] ∥ · · · ∥ S[3][y][z]),

where y ∈ Z4 and z ∈ Z80. Table 4 shows the lookup table for Twinkle’s S-box.

LaneRotation0 (LR0): This step applies a right rotation using the offsets O0

(defined in Table 5) to each lane of the state:

S[x][y][·]← S[x][y][·] ≫80 (O0[x+ 4y] mod 80), for all x, y ∈ Z4.
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x 0 1 2 3 4 5 6 7 8 9 a b c d e f

S(x) 0 3 5 d 6 f a 8 b 4 e 2 9 c 7 1

Table 4: Twinkle’s S-box

i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

O0 20 24 38 77 49 66 30 40 76 15 46 50 17 18 61 62

O1 63 45 34 39 32 43 60 66 54 26 55 36 61 12 15 35

Table 5: Offsets for LaneRotation

MixSlice (MS): This step applies a linear transformation to each slice. For all
z ∈ Z80, we compute:

S[·][·][z]← S[·][·][z]⊕ (S[·][·][z] ≪16 5)⊕ (S[·][·][z] ≪16 12) .

LaneRotation1 (LR1): This operation is similar to LR0 but uses the offset
values O1 from Table 5.

AddConstant (AC): At each round i, this step XORs a fixed 1280-bit round
constant RCi with the state.

As mentioned in Section 3.1, the number of rounds in Twinkle-P depends on
the security level m. Specifically, for m = 64, 128, and 256, the total number of
rounds is 5, 9.5, and 18.5, respectively. Here, “0.5 round” refers to an operation
consisting of the application of S-box followed by a LaneRotation0 on the 1280-
bit state.

4 Generic Authentication Key Recovery for Twinkle-AE

By observing that some Twinkle-AE versions claim higher confidentiality than
integrity, in subsection 4.1, we present authentication key-recovery attacks on
Twinkle-AEmode, which recovers a c-bit keyK ′ with O(2t) queries in the nonce-
respecting setting. This eventually allows us, for an arbitrary choice of a message,
to generate a ciphertext that passes the verification and is decrypted to the
chosen message. This means that the generated plaintext by the decryption of
Twinkle-AE is predictable, or more precisely, controllable in the chosen-ciphetext
setting. Hence, our attacks break the IND-CCA security when confidentiality is
higher than integrity, namely for Twinkle-AE-512a, Twinkle-AE-512c, Twinkle
-AE-1024a, and Twinkle-AE-1024c. We then present variants of this attack that
require only O(1) queries in the nonce-misuse setting in subsection 4.2. Note
that the attack does not exploit any property of Twinkle-PRF, but exploits the
property of the universal hash function.
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Fig. 4: Diagram of Nonce-Respecting Authentication Key Recovery

4.1 Nonce-Respecting Attacks with O(2t) Queries

Observations on Higher Confidentiality than Integrity. First, we observe
that each of the encryption part and the MAC part of Twinkle-AE is rather solid.
The ciphertext is generated by XORing the message with a PRF output, where
a nonce IV is involved as a PRF input. This is a secure construction, identical to
one-time pad, as long as the PRF output cannot be distinguished from a random
string. The tag generation part is the simplest instantiation of the WC-MAC,
where the message processed by a universal hash function is XORed with the
PRF output. Hence, as long as the security of the encryption part and the MAC
part are identical, the construction looks solid.

However, several Twinkle-AE versions are designed to provide higher confi-
dentiality than integrity. This drastically changes the situation because attackers
can make queries beyond the limit imposed by integrity, i.e. more than 2t queries.
As observed by Hosoyamada et al. [24], chosen-ciphertext attacks could be criti-
cal for confidentiality in this case. This contrasts with typical AE security, where
such attacks usually have negligible impact because forgery attempts do not suc-
ceed below the integrity limit, and no plaintext is revealed from decryption.

Recovering K′. With the above observation, we show that the authentication
key K ′ can be efficiently recovered. The attack is depicted in Figure 4.

The universal hash function (UHF) is a sum of field multiplications of M
and K ′. When M is set to 0, the output of UHF is 0 ⊗ K ′ = 0. Hence, when
an encryption query (IV, 0) results in (C, T ), T equals to the t-bit of the PRF
output Ot. Similarly, since M = 0, C equals to the c-bit of the PRF output Oc.

We then play with the decryption oracle under the same IV. Let C0, . . . , Cc/t−1

denote the ciphertext C in every t bits. We then modify C to C ′ so that
C ′

0 = C0 ⊕ 1 and C ′
i = Ci for i = 1, . . . , c/t − 1. This makes the value of

M ′ = 1∥0∥ · · · ∥0, and the output of UHF is (1 ⊗K ′
0) ⊕

∑c/t−1
i=1 (0 ⊗K ′

i) = K ′
0.

The challenge here is that an attacker does not know the new tag. However, as
observed in above, the attacker can make 2t decryption queries to exhaustively
try all the tags, and obtain the corresponding tag T ′ after 2t queries. Then, K ′

0

is immediately recovered by K ′
0 = Ot ⊕ T ′.

Other K ′
i can be recovered in the same procedure by swapping t-bit block in

C ′ to i-th block. Hence, the entire K ′ is recovered with c/t·2t queries. Recall that
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the possible parameter choices of c and t are c ∈ {512, 1024} and t ∈ {64, 128},
so c/t is a small constant 4, 8, or 16.

A pseudo-code of the authentication key-recovery attack is given in Alg. 1.

Algorithm 1 Nonce-Respecting Authentication Key Recovery

Require: Accesses to decryption and encryption oracles with K,K′

Ensure: K′

1: Set IV to an arbitrary chosen value, and set M to 0.
2: Send (IV,M) to an encryption oracle to get corresponding (C, T ).
3: Record Oc = C and Ot = T .
4: for i = 0, . . . , c/t− 1 do
5: Set C′ = C, then C′

i ← Ci ⊕ 1.
6: for T ′ = 0, . . . , 2t − 1 do
7: Send (IV, C′, T ′) to decryption oracle.
8: if The decryption oracle returns a message M ′ then
9: K′

i ← Ot ⊕ T ′.
10: end if
11: end for
12: end for
13: return K′.

Universal Forgery with the knowledge of K′. After the authentication key
K ′ is recovered, along with a tuple of related values IV, Ot, and Oc, universal
forgery can be performed with a negligible cost, i.e. for an arbitrary chosen
value of the message M∗, the attacker can generate a ciphertext (IV, C∗, T ∗)
that passes the verification and is decrypted to M∗. The attack procedure is
straightforward. With Oc, C

∗ can be computed by C∗ ← Oc ⊕M∗. With Ot

and K ′, T ∗ can be computed by T ∗ ← Ot ⊕ UHFK′(M∗). Note that those can
be computed offline, hence no additional query is required. A pseudo-code of
universal forgery is given in Alg. 2.

In addition, with the knowledge of K ′, universal forgery for any other IV
is possible only with 1 additional known plaintext query. Given an encryption
result C̃, T̃ for any ˜IV, M̃ , the attacker can compute the corresponding Õc and
Õt with K ′, and the rest of the attack is trivial.

Algorithm 2 Nonce-Respecting Universal Forgery

Require: K′, IV, Oc, Ot, and a target message M∗ that can be chosen arbitrary
Ensure: (IV, C∗, T ∗) that is decrypted to M∗

1: Compute C∗ ← Oc ⊕M∗ offline.
2: Compute T ∗ ← Ot ⊕UHFK′(M∗) offline.
3: return (IV, C∗, T ∗).

12



4.2 Nonce-Misuse Attack with O(1) Queries

Due to the nature of the key-stream XOR in encryption and WC-MAC in au-
thentication, it is natural that both confidentiality and integrity can be broken
efficiently if the same IV is iterated more than once. However, it does not nec-
essarily mean that authentication-key recovery or universal forgery is performed
efficiently. Here we show that those strong attacks are possible with O(1) queries
in the nonce-misuse setting.

Note that because the size of IV is 128 bits, repeat of the same nonce is
inevitable after 2128 queries for Twinkle-AE-512c and Twinkle-AE-1024c that
claim 256-bit confidentiality with a 128-bit tag even with the restriction that the
attacker can only make queries in the chosen-plaintext setting.

In the nonce-misuse setting, the procedure to recover K ′
0 is as follows.

1. Make an encryption query of (IV, 0∥0∥ · · · ∥0) to get (C0, T0).
2. Make an encryption query of (IV, 1∥0∥ · · · ∥0) to get (C ′

0, T
′
0).

3. K ′
0 = T0 ⊕ T ′

0.

Other K ′
i can be recovered similarly. We omit the details to avoid redundancy.

4.3 Remarks on Key-Committing Security

The key-committing security of symmetric-key cryptography was initiated by
Farshim et al. [18], which was later generalized as CMT-1 security by Bellare
and Hoang [11]. Its goal is to find a ciphetext (C, T ) that can be decrypted with
two distinct keys, i.e. to find (K,K ′, IV,M) and (K̃, K̃ ′, ˜IV, M̃) withK ̸= K̃ and
K ′ ̸= K̃ ′ such that the corresponding output of encryption queries will collide.
It has been known that the lack of key-committing security may cause attacks
in several real-world use-cases e.g. braking message franking [16] or accelerating
password brute-force attacks [27].

The key-committing security of Twinkle-AE can be broken in the same way
as the key-committing attack against GCM [16]. The attacker first randomly
chooses K, K̃,K ′, K̃ ′, and IV = ˜IV. Then, Oc, Ot, and Õc, Õt can be computed
by Twinkle-PRF.

Let ℓ be c/t, andOc is separated into t-bit chunks denoted byOc,0, . . . , Oc,ℓ−1,

and the same is applied to Õc. Then the equations to compute T and T̃ can be
written as follows.

T = (Oc,0 ⊕ C0) ·K ′
0 ⊕ · · · ⊕ (Oc,ℓ−1 ⊕ Cℓ−1) ·K ′

ℓ−1 ⊕Ot,

T̃ = (Õc,0 ⊕ C0) · K̃ ′
0 ⊕ · · · ⊕ (Õc,ℓ−1 ⊕ Cℓ−1) · K̃ ′

ℓ−1 ⊕ Õt.

The goal is to choose the value of C so that T = T̃ is satisfied. The attacker
now fixes the values of C1, . . . , Cℓ−1 to arbitrary chosen values. Then, all the
variables but C0 become fixed constants. Denoting the sum of all the variables
not including C0 as X and X̃, the equation becomes

X ⊕ C0 ·K ′
0 = X̃ ⊕ C0 · K̃ ′

0.

This is a linear equation with 1 free variable C0 and the value of C0 can be
obtained immediately.
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5 Analysis of the Underlying Primitive

The underlying permutation used in constructing AE schemes should resist most
well-known cryptanalytic distinguishers, such as impossible differential, zero-
correlation, integral, and differential-linear distinguishers. Here, we analyze the
security of Twinkle-P as a standalone permutation, regardless of how it is used
in the mode of operation.

5.1 Modeling the MixSlice Operation

To simplify the modeling of differential, linear, and integral property propagation
through MixSlice, we derive its matrix representation. Let us represent each 16-
bit slice S[•][•][z] as a 16-bit vector V ∈ F16

2 , such that S[x][y][z] = V [x+ 4 · y]
for all x, y ∈ Z4. Then, the MixSlice operation acts as a matrix multiplication
A×V , where A is a 16× 16 circulant matrix. The ith rows of A and A−1 are as
follows:

A[i] =
[
1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0

]
≫ i,

A−1[i] =
[
1 0 0 0 1 1 0 1 1 0 1 0 1 0 1 1

]
≫ i,

for i ∈ Z16. We use A and A−1 to model the propagation of differences in the
forward and backward directions, respectively.

To model the propagation of linear masks in the forward and backward di-

rections, we use
(
A−1

)t
and At, respectively. These are also circulant 16 × 16

matrices, and their ith rows are as follows:(
A−1

)t
[i] =

[
1 1 1 0 1 0 1 0 1 1 0 1 1 0 0 0

]
≫ i,

At[i] =
[
1 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0

]
≫ i.

As can be seen, the diffusion of differences in the forward direction (resp. linear
masks in the backward direction) is lower than that in the backward direction
(resp. forward direction).

5.2 Modeling the S-box

To model the propagation of differential, linear, and integral properties through
S-box, we use the S-box Analyzer [22,21]9. We model the S-box in three different
ways: probabilistic with probabilities encoded, probabilistic without probabilities
encoded, and deterministic. We use the probabilistic model with probabilities
encoded to find regular differential and linear trails. We use the probabilistic
model without probabilities encoded to model only the possibility of a differential
or linear transition, regardless of the weight or probability of the transition.
We use the deterministic model to represent differential and linear transitions
with probability one. Such models are used to find impossible differential, zero-
correlation, and differential-linear distinguishers. For more details on modeling
the S-box using the S-box Analyzer, refer to Section 7.

9 https://github.com/hadipourh/sboxanalyzer
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5.3 Impossible Differential Distinguishers

The designers of Twinkle-AE provided some bounds for impossible differential
(ID) distinguishers by analyzing the full diffusion of Twinkle-P in both forward
and backward directions [33]. However, they did not present any concrete ID
distinguisher for Twinkle-P. Here, we fill this gap by providing concrete ID
distinguishers.

We use two different techniques to find ID distinguishers: the negative CP
(MILP/SAT)10 model proposed in [29,15], and the positive CP (MILP/SAT)
model proposed in [23,21]. In the negative model, we model the probabilistic
propagation of differences (without encoding probabilities) and fix both the in-
put and output differences. We then use a CP/MILP/SAT solver to check the
satisfiability of the model. If the model is unsatisfiable, the chosen input and
output differences yield an impossible differential.

In the positive model, we model the deterministic propagation of differences
in both forward and backward directions. In this model, we encode the difference
value of each bit using three symbols: 0, 1, and ?, where ? denotes an arbitrary
difference or, equivalently, a free bit with respect to the difference value. We also
add extra constraints to ensure that the forward and backward propagations
contradict in at least one bit along the distinguisher. As a result, any feasible
solution of the positive model corresponds to an ID distinguisher. For more
details on how to construct the negative and positive models, we refer to [29,15]
and [23,21], respectively.

Both negative and positive CP/MILP/SAT models can find ID distinguishers
for up to 6 rounds of Twinkle-P. An advantage of the positive model is that we
do not need to fix the input and output differences. Instead, we can define an
objective function that maximizes the number of bits with arbitrary difference
values at the input and output when solving a single instance of the model.
In this way, we can find a truncated ID with more free bits at the input and
output differences (i.e., a larger cluster of ID distinguishers), by solving only one
instance of the positive model.

We present the distinguishers found using the positive model in Figure 5a,
Figure 5b, and Figure 5c. In these figures, the values “1” and “?” in the forward
(resp. backward) difference propagation are represented using and (resp.
and ). For example, indicates that the corresponding bit takes an arbitrary
difference in the forward propagation, while its difference is fixed and equal to
“1” in the backward propagation. We represent zero differences using white (or
no color). As a result, the presence of either or within a shape indicates a
contradiction between the forward and backward propagations.

Note that the number of free bits at the input and output of the distinguisher
in Figure 11a (marked by and , respectively) are 824 and 996, respectively.
As a result, this figure represents 824 + 996 = 1820 impossible differential (ID)
distinguishers. Based on a similar argument, Figure 5b and Figure 5c illustrate

10 CP stands for Constraint Programming, MILP stands for Mixed Integer Linear Pro-
gramming, and SAT stands for the Satisfiability Problem. Here, we consider MILP
and SAT as special cases of CP.
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21148 and 2356 ID distinguishers for 5 and 6 rounds of Twinkle-P, respectively.
Moreover, since Twinkle-P remains invariant under rotation along the z-axis
with respect to differential and linear trails, each ID distinguisher can be dupli-
cated into 80 distinct ones. We recall that the distinguishers discovered using the
positive CP model were obtained from a single execution of the model. If we run
the tool multiple times, it may yield additional solutions (i.e., distinguishers).

5.4 Zero-Correlation and ZC-based Integral Distinguishers

We note that the designers of Twinkle neither provided any concrete zero-
correlation (ZC) distinguisher nor leveraged the connection between ZC and
integral distinguishers to construct integral distinguishers. Here, we fill this gap.
Analogous to the approach used for impossible differential distinguishers, we
search for ZC distinguishers using both positive and negative models. Both
models are capable of identifying distinguishers up to 6 rounds. However, to
obtain ZC distinguishers with a higher number of free input bits, we prefer the
positive model. To this end, we configure the objective function of the positive
model to maximize the number of free bits in the input linear mask. Finally,
we apply Theorem 1 to transform our ZC distinguishers into ZC-based integral
distinguishers.

Theorem 1 (Sun et al. [30]). Let F : Fn
2 → Fn

2 be a vectorial Boolean func-
tion. Assume A is a subspace of Fn

2 and β ∈ Fn
2 \ {0} such that (α, β) is a ZC

approximation for any α ∈ A. Then, for any λ ∈ Fn
2 , ⟨β, F (x+ λ)⟩ is balanced

over the set
A⊥ = {x ∈ Fn

2 | ∀ α ∈ A : ⟨α, x⟩ = 0}.

According to Theorem 1, having more free bits at the input linear mask of a
ZC distinguisher (hull) results in fewer active bits in its corresponding integral
distinguisher. Therefore, by maximizing the number of free bits at the input
linear mask in the ZC distinguisher, we can obtain integral distinguishers with
lower data complexity.

Similar to the representation used for ID distinguishers, we represent the
values “1” and “?” in the forward (resp. backward) propagation of linear masks
using and (resp. and ). Figure 7a, Figure 7b, and Figure 7c illustrate
21278, 21140, and 216 ZC distinguishers that we obtained using the positive model
for 4, 5, and 6 rounds of Twinkle-P, respectively.

We first applied our tool to 3 rounds of Twinkle-P. As shown in Figure 6
we discovered a zero-correlation (ZC) linear hull whose input linear mask has
only one inactive bit, while the remaining 1279 input bits take a free linear mask
(marked by ). As a result, its corresponding integral distinguisher has a data
complexity of 2, where the input set assigns a fixed but random value to bits
with free input linear mask (marked by ) and takes all possible values over the
single bit with inactive linear mask.

As another interesting result, the input linear mask of our 4-round ZC dis-
tinguisher contains 1276 free bits (marked by ), while the remaining 4 bits
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are fixed to zero. Consequently, the corresponding 4-round integral distinguisher
requires a data complexity of 24. In this distinguisher, the input set assigns fixed
but random values to all free bits in terms of linear mask (marked by ), while
the remaining 4 bits take all possible combinations (see the input linear mask in
Figure 7a). At the output, the XOR of the active cells (marked by ) satisfies a
zero-sum property. We experimentally verified the validity of this 4-round inte-
gral distinguisher using at least 100 randomly chosen input sets that satisfy the
required input structure, and in all cases, the distinguisher held as expected.

Our 5-round ZC distinguisher, shown in Figure 7b, has an input linear mask
with 1140 free bits (marked by ), while the remaining 140 bits in the mask are
fixed to zero. As a result, the data complexity of the corresponding integral dis-
tinguisher is 2140. Additionally, since Twinkle-P preserves zero-correlation linear
hulls under rotation along the z-axis, we can derive 80 distinct ZC distinguishers
from each initial one.

5.5 Division Property Based Integral Distinguishers

Here, we use the division property [31] and construct a MILP-based model [32,35]
to identify integral distinguishers for Twinkle-P. We found a 4-round integral
distinguisher for Twinkle-P, which originates from an input state featuring four
active bits. As a result, the data complexity of the 4-round integral distinguisher
is 24. Let Si denote the i-th round state variable of Twinkle-P. Specifically, we
set the four input bits S0[0][0][0], S0[1][0][0], S0[2][0][0], and S0[3][0][0] as active.
Thus, by activating four input bits, we derive a 4-round integral distinguisher
that exhibits 1152 balanced output bits (the detailed result can be found in
Table 6). Additionally, we identify a 5-round integral distinguisher by setting 12
input bits as active bits. This distinguisher results in 38 balanced bits at the
output, leading to a data complexity of 212. A summary of the 5-round integral
distinguisher is provided in Table 7.

We also applied the division property to 6 rounds. The tool did not yield
any integral distinguishers when fewer active bits (e.g., 4/12/36 bits) were set in
the input; in this scenario, all output bits are unknown after 6 rounds. However,
increasing the number of active bits in the input to search for 6-round integral
distinguishers based on the division property significantly increased the running
time. As a result, we could not find any 6-round integral distinguisher based on
the division property.

We also employed the division property-based method proposed in [12] to
compute an upper bound on the algebraic degree. Using this approach, we de-
termine that the algebraic degree of Twinkle-P is upper bounded by 27, 81, and
243 for 3, 4, and 5 rounds, respectively, which aligns with the trivial bounds.

5.6 Differential-Linear Distinguishers

We observed that the designers of Twinkle did not analyze Twinkle-P against
differential-linear (DL) distinguishers, even though DL distinguishers are often
among the most effective techniques against cryptographic permutations. Here,
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we fill this gap by providing strong DL distinguishers for up to 6 rounds of
Twinkle-P.

For X = (x0, x1, . . . , xn−1) and Y = (y0, y1, . . . , yn−1) in Fn
2 , we define the

dot product as X · Y =
∑n−1

i=0 xi · yi. Let F : Fn
2 → Fn

2 be a vectorial Boolean
function. For a given input difference∆ and output linear mask Γ , the correlation
is defined as

corr(∆→ Γ ) = 2−n ·
∑

X∈Fn
2

(−1)Γ ·(F (X)+F (X+∆)), (1)

where “+” denotes addition in Fn
2 (i.e., bitwise XOR). Given a sample space

S ⊆ Fn
2 , the empirical correlation over S is defined by

corrS(∆→ Γ ) = 2−|S| ·
∑
X∈S

(−1)Γ ·(F (X)+F (X+∆)). (2)

The data complexity of a DL distinguisher with correlation c is in O(c−2).
To search for differential-linear (DL) distinguishers for Twinkle-P, we use a

state-of-the-art technique proposed by Hadipour et al. in CRYPTO 2024 [20].
According to this method, we split the permutation E into three parts: E =
Eℓ◦Em◦Ed. We model the forward probabilistic differential propagation through
Ed and the backward probabilistic linear propagation through Eℓ. These sub-
models allow us to find regular differential and linear trails for Ed and Eℓ,
respectively. We also model the deterministic difference propagation (forward)
and deterministic linear mask propagation (backward) through Em to encode
the amount of overlap, measured by the number of shared active bits, between
the differential and linear propagations in the middle part. Finally, we combine
all these sub-models into a unified CP model, connect the junctions, and set the
objective function to minimize the sum of the scaled weight of the differential
trail through Ed, the scaled overlap weight through Em, and the scaled weight
of the linear trail through Eℓ. For more details on this method, we refer to [20].

Figure 11a, Figure 11b, and Figure 11c illustrate the DL distinguishers for
4, 5, and 6 rounds of Twinkle-P, respectively. The colors and symbols in these
figures follow the same convention as those used for the ID and ZC distinguishers.
Let Xi denote the internal state before the S-box in round i, and let ∆Xi and
ΓXi represent the corresponding difference and linear mask, respectively. The
input differences and output masks of the DL distinguishers are summarized in
Table 8, Figure 8, and Figure 9.

For 4 rounds of Twinkle-P, we discovered a deterministic DL distinguisher,
as shown in Figure 11a. Table 8 represents the input difference and output mask
of this distinguisher. As shown in Figure 11a, the overlap between the deter-
ministic forward differential and deterministic backward linear propagations for
the output of S-box layer is zero. As a result, due to the (bit-wise) switching
effect [20], the correlation of this 4-round DL distinguisher should be one and it
is a deterministic distinguisher. We verified the correctness of this distinguisher
in practice to ensure the soundness of both our model and the result.
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For 5 rounds, we decomposed the permutation into a 1 + 3 + 1 round struc-
ture. Figure 11b illustrates this distinguisher, and Figure 8 briefly describes its
specification. The first round is covered by a pure differential distinguisher (Ed),
the middle 3 rounds are handled by a combined DL distinguisher (Em), and
the last round is covered by a pure linear distinguisher (Eℓ). The probability
of the differential distinguisher over Ed is p = Pr(∆X0 → ∆X1) = 2−1.415.
As shown in Figure 11b, the overlap between the deterministic differential and
linear propagations through Em is zero, which implies that the correlation over
the middle part is r = corr(∆X1 → ΓX4) = 1. Moreover, the squared corre-
lation of the linear distinguisher over Eℓ is q2 = corr2(ΓX4 → ΓX5) = 2−2.
As a result, we estimate the total correlation of the 5-round DL distinguisher
as c = prq2 = 2−3.415. We conducted experiments and observed that the actual
correlation is even higher in practice, with c = 2−2.85 on average. Consequently,
the data complexity of this distinguisher is approximately 25.70.

For 6 rounds, we decomposed the permutation into a 1+4+1 round structure,
as shown in Figure 11c. We also specified the input difference and output mask
of this distinguisher in Figure 9. We have p = Pr(∆X0 → ∆X1) = 2−18.660

and q2 = corr2(ΓX5 → ΓX6) = 2−18. In addition, as seen in Figure 11c, the
overlap between the deterministic differential and linear propagations through
the middle 4 rounds (Em) is zero, which implies that the correlation of the small
DL distinguisher in the middle is r = corr(∆X1 → ΓX5) = 1. As a result, we
estimate the total correlation as c = prq2 = 2−36.66. Hence, the data complexity
of our 6-round DL distinguisher is 273.32. Moreover, since Twinkle-P preserves
differential, and linear trails under rotation along the z-axis, we can generate 80
distinct DL distinguishers with almost the same correlation from each original
one.

6 Conclusion

In this paper, we presented cryptanalysis against Twinkle. Our attacks on
Twinkle-AE targeted variants that aim for a higher confidentiality than integrity.
The attacker could make O(2t) queries to pass the verification, which made our
attacks work in the nonce-respecting manner. We showed that c-bit authentica-
tion key is recovered only with O(2t) queries, which further allowed universal
forgery attacks, i.e. for any plaintext, the attacker could generate the ciphertext
that could be successfully decrypted to the target plaintext. We also pointed out
that O(1) attack is possible in the nonce-misuse setting, and key-commitment
security can be attacked with a negligible cost. We also presented cryptanalyses
on the underlying permutation Twinkle-P as a standalone permutation, and ap-
plied most well-known cryptanalytic approaches such as impossible differential,
zero-correlation, integral, and differential-linear distinguishers by developing au-
tomated analytic tools. Our differential-linear distinguishers reach 6 rounds with
273.32 complexity, which surpasses the round bounds evaluated by the designers.
We stress that none of the results really change the current state of Twinkle
because the attacks on the mode are only applicable in a degenerate case that

19



the designers might want to disallow and the distinguishers on the permutation
are unlikely to have any significant impact on the ciphers. Moreover, we note
that Twinkle-AE-b and Twinkle-PA remain secure, and the versions we attacked
would also be secure if the claimed confidentiality level matched the integrity
level.
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7 Modeling the S-box Using the S-box Analyzer

1 # Import the S-box Analyzer and define the S-box

2 from sboxanalyzer import *

3 sb = SboxAnalyzer ([0x0 ,0x3 ,0x5 ,0xd ,0x6 ,0xf ,0xa ,0x8 ,0xb ,0x4 ,0xe ,0x2 ,0x9 ,0xc ,0x7 ,0x1])

4 # Model differential propagation with probabilities

5 cnf , milp , cp = sb.minimized_diff_constraints ()

6 Number of constraints: 58

7 Input: a0||a1||a2||a3; msb: a0

8 Output: b0||b1||b2||b3; msb: b0

9 Weight: 3.0000 p0 + 2.0000 p1 + 1.4150 p2

10

11 # Model forward differential propagation without probabilities

12 cnf , milp ,cp = sb.minimized_diff_constraints(subtable=’star’)

13 Number of constraints: 39

14 Input: a0||a1||a2||a3; msb: a0

15 Output: b0||b1||b2||b3; msb: b0

16

17 # Model backward differential propagation without probabilities

18 cnf , milp , cp = sbi.minimized_diff_constraints(subtable=’star’)

19 Number of constraints: 40

20 Input: a0||a1||a2||a3; msb: a0

21 Output: b0||b1||b2||b3; msb: b0

22

23 # Model deterministic differential propagation (forward)

24 temp = sb.encode_deterministic_differential_behavior ()

25 cp = sb.generate_cp_constraints(temp); print(cp)

26 Input: a0||a1||a2||a3; msb: a0

27 Output: b0||b1||b2||b3; msb: b0

28 if(a0 ==0/\a1==0/\ a2 ==0/\a3==0) then(b0=0/\b1=0/\b2=0/\b3=0)

29 elseif(a0==0/\ a1==0/\a2==1/\ a3==0) then(b0=-1/\b1=1/\b2=-1/\b3=-1)

30 elseif(a0==0/\ a1==1/\a2==0/\ a3==1) then(b0=-1/\b1=1/\b2=-1/\b3=1)

31 elseif(a0==0/\ a1==1/\a2==1/\ a3==1) then(b0=-1/\b1=0/\b2=-1/\b3=-1)

32 elseif(a0==1/\ a1==0/\a2==0/\ a3==0) then(b0=-1/\b1=-1/\b2=-1/\b3=1)

33 elseif(a0==1/\ a1==1/\a2==0/\ a3==1) then(b0=-1/\b1=-1/\b2=-1/\b3=0)

34 else(b0=-1/\b1=-1/\b2=-1/\b3=-1)

35 endif

36

37 # Model deterministic differential propagation (backward)

38 temp = sbi.encode_deterministic_differential_behavior ()

39 cp = sbi.generate_cp_constraints(temp); print(cp)

40 Input:a0||a1||a2||a3;msb:a0

41 Output:b0||b1||b2||b3;msb:b0

42 if(a0 ==0/\a1==0/\ a2 ==0/\a3==0) then(b0=0/\b1=0/\b2=0/\b3=0)

43 elseif(a0==0/\ a1==0/\a2==0/\ a3==1) then(b0=1/\b1=-1/\b2=1/\b3=-1)

44 elseif(a0==0/\ a1==1/\a2==0/\ a3==0) then(b0=1/\b1=-1/\b2=-1/\b3=-1)

45 elseif(a0==0/\ a1==1/\a2==0/\ a3==1) then(b0=0/\b1=-1/\b2=-1/\b3=-1)

46 elseif(a0==1/\ a1==1/\a2==1/\ a3==0) then(b0=-1/\b1=-1/\b2=1/\b3=-1)

47 elseif(a0==1/\ a1==1/\a2==1/\ a3==1) then(b0=-1/\b1=-1/\b2=0/\b3=-1)

48 else(b0=-1/\b1=-1/\b2=-1/\b3=-1)

49 endif

Listing 1.1: Encoding differential behavior of S-box

23



1 # Import the S-box Analyzer and define the S-box

2 from sboxanalyzer import *

3 sb = SboxAnalyzer ([0x0 ,0x3 ,0x5 ,0xd ,0x6 ,0xf ,0xa ,0x8 ,0xb ,0x4 ,0xe ,0x2 ,0x9 ,0xc ,0x7 ,0x1])

4 sbi = SboxAnalyzer(sb.inverse ())

5 # Model forward linear mask propagation with correlations

6 cnf , milp , cp = sb.minimized_linear_constraints ()

7 Number of constraints: 39

8 Input: a0||a1||a2||a3; msb: a0

9 Output: b0||b1||b2||b3; msb: b0

10 Weight: 4.0000 p0 + 2.0000 p1

11

12 # Model forward linear mask propagation without correlations

13 cnf , milp , cp = sb.minimized_linear_constraints(subtable=’star’)

14 Number of constraints: 32

15 Input: a0||a1||a2||a3; msb: a0

16 Output: b0||b1||b2||b3; msb: b0

17

18 # Model backward linear mask propagation withoout correlations

19 cnf , milp ,cp = sbi.minimized_linear_constraints(subtable=’star’)

20 Number of constraints: 33

21 Input: a0||a1||a2||a3; msb: a0

22 Output: b0||b1||b2||b3; msb: b0

23

24 # Model deterministic linear mask propagation (forward)

25 temp = sb.encode_deterministic_linear_behavior ()

26 cp = sb.generate_cp_constraints(temp); print(cp)

27 Input:a0||a1||a2||a3;msb:a0

28 Output:b0||b1||b2||b3;msb:b0

29 if(a0 ==0/\a1==0/\ a2 ==0/\a3==0) then(b0=0/\b1=0/\b2=0/\b3=0)

30 elseif(a0==0/\ a1==0/\a2==1/\ a3==0) then(b0=-1/\b1=-1/\b2=-1/\b3=1)

31 elseif(a0==1/\ a1==0/\a2==0/\ a3==0) then(b0=-1/\b1=1/\b2=-1/\b3=1)

32 elseif(a0==1/\ a1==0/\a2==1/\ a3==0) then(b0=-1/\b1=-1/\b2=-1/\b3=0)

33 else(b0=-1/\b1=-1/\b2=-1/\b3=-1)

34 endif

35

36 # Model deterministic linear mask propagation (backward)

37 temp = sbi.encode_deterministic_linear_behavior ()

38 cp = sbi.generate_cp_constraints(temp); print(cp)

39 Input:a0||a1||a2||a3;msb:a0

40 Output:b0||b1||b2||b3;msb:b0

41 if(a0 ==0/\a1==0/\ a2 ==0/\a3==0) then(b0=0/\b1=0/\b2=0/\b3=0)

42 elseif(a0==0/\ a1==0/\a2==0/\ a3==1) then(b0=1/\b1=-1/\b2=-1/\b3=-1)

43 elseif(a0==0/\ a1==1/\a2==0/\ a3==0) then(b0=-1/\b1=-1/\b2=1/\b3=-1)

44 else(b0=-1/\b1=-1/\b2=-1/\b3=-1)

45 endif

46

47 # Model monomial propagation in forward direction (MPT)

48 cnf , milp , cp = sb.minimized_integral_constraints ()

49 Number of constraints: 38

50 Input: a0||a1||a2||a3; msb: a0

51 Output: b0||b1||b2||b3; msb: b0

Listing 1.2: Encoding linear and integral behaviors of S-box
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Input Division Property

10000000000000000000000000000000000000000000000000000000000000000000000000000000

10000000000000000000000000000000000000000000000000000000000000000000000000000000

10000000000000000000000000000000000000000000000000000000000000000000000000000000

10000000000000000000000000000000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000000000000000000000000000000

Output Division Property

bbbbbbbbbbbbbbbbbb?bb?bbbbbbbbbb?bb?bbbbbbb?bbbb?bbbbbbbbbbbbb?bb?bbb?bbbbbb?bb?

bbbbbb?bbbbbbbbbbb?bbbb?bbbb?bbbbbb?b?bbbbb?bbbbbbbbbbbbbbbbbbbbbbbbbb?bbbbbbbbb

?bbbbbbbbbbbbb?bbbbbbbbbb?bbbbbb?bbbbbbbbb?bbbbbbbbbbbbbbb?bb?bbbbbbbbbbbbbbb?bb

bbbbbbbbbbbbbbbbbbb?bbbbbb?bbbbbbbbbbbbbbb?bbbbbbbbbbb?bbbbbbbbbbbbbbb??bbbbbbb?

bbbbb?bbbbbbbbbbbbbbbbbbbbbbbbbbbbb?bb?bbb?bbbbb?bbbb?bbbbbbbb?bbbbbb?b?bbbbbbbb

bbbbbb?bbbbbbbbbbb?bb?bbbbbbbbbb?bbbbbbbbbb?bbbbbbbbbbbbbbbbbb?bb?bbb?bbbbbb?bb?

bbbbbbbbbbbbbbbbbbb?b?bbbbbb?bbb?bbbbbbbbb?bbbbbbbbbbbbbbbbbbbbbbbbbbbbbbb?bbbbb

?bbbbbbbbbbbbb?bbbbbbbbbb?bbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbb?bb?bbbbbbbbbbbbbbb?bb

bbbbb?bbbbbbbbbbbb??bbb?bbbbbbbbbbb?b??bbb??bbbbbbbbbbbbbbbbbbbbbbbbb???bbbbbbbb

bbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbb?bbbbbbbbbbbb?bbbbbbbbbbbbb?bbbbbbbbbbbbbbbbb

bbbbbb?bbbbbbbbbbbb?b?bbbb?bbbbbbbbbbbbbbb?bbbbbbbbbbb?bbbbbbbbbbbbbbb??bb?bbbb?

bbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbb?bbbbbbbbb?bbbbbbbbbb?bbbbbbbbbbbbbbbbbbbbbbbbbb

bbbbbbbbbbbbbbbbbb?bb?b?bbbbbbbb?bb?b?bbbbb?bbbbbbbbbbbbbbbbbb?bb?bbb??bbbbb?bb?

bbbbb?bbbbbbbbbbbbbbbbbbbbbb?bbbbbbbbb?bbb?bbbbbbbbbbbbbbbbbbbbbbbbbb?b?bbbbbbbb

?bbbbbbbbbbbbb?bbbbbbbbbb??bbbbbbbbbbbbbbb?bbbbbbbbbbb?bbb?bb?bbbbbbbb??bbbbb?b?

bbbbbbbbbbbbbbbbbbb?b?bbbbbbbbbbbbbbbbbbbbbbbbbbbbbbb?bbbbbbbbbbbbbbbbbbbb?bbbbb

Table 6: Division-property-based integral distinguisher for 4 rounds.
The symbols “1” and “0” at the input indicate the positions of active
and constant bits, respectively. At the output, “b” and “?” denote
balanced and unknown bits, respectively.

Input Division Property

10000000000000000000000000000000000000000000000000000000000000000000000000000000

10000000000000000000000000000000000000000000000000000000000000000000000000000000

10000000000000000000000000000000000000000000000000000000000000000000000000000000

10000000000000000000000000000000000000000000000000000000000000000000000000000000

10000000000000000000000000000000000000000000000000000000000000000000000000000000

10000000000000000000000000000000000000000000000000000000000000000000000000000000

10000000000000000000000000000000000000000000000000000000000000000000000000000000

10000000000000000000000000000000000000000000000000000000000000000000000000000000

10000000000000000000000000000000000000000000000000000000000000000000000000000000

10000000000000000000000000000000000000000000000000000000000000000000000000000000

10000000000000000000000000000000000000000000000000000000000000000000000000000000

10000000000000000000000000000000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000000000000000000000000000000

Output Division Property

????????????????????????????????????????????????????????????????????????????????

??????????????????????????????????????????????????????b???b?????????????????????

????????????????????????????????????????????????????????????????????????????????

??????????b?????????????????????????b????????????????????b?????b????????????????

????????????????????????????????????????????????????????????????????????????????

????????????????????????b??b??????????????????b????????????????????b????????????

????????????????????????????????????????????????????????????????????????????????

??????b??????????????????????????????????????b???b????b?????????????????????????

??????????????????????????????????????????????????????b?????????????????????????

?????????????????????????b?????????????????????????????????????????????b???????b

??????????b?????????????????????????b???????????????????????????????????????????

??????????????????b?????????????????????b??????????????????????????b??????b????b

????????????????????????????????????????????????????????????????????????????????

????b?b??b????????????????????????????????????????????b???????????????b?????????

????????????????????????????????????????????????????????????????????????????????

????b?????b?????????b???????????????b??b??????????????????????b?b????b??????????

Table 7: Division-property-based integral distinguisher for 5 rounds.
The symbols “1” and “0” at the input indicate the positions of active
and constant bits, respectively. At the output, “b” and “?” denote
balanced and unknown bits, respectively.
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∆X0
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00000000000000000000000000000000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000000000000000000000000000000
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00000000000000000000000000000000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000000000000000000000000000000
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00000000000000000000000000000000000000000000000000000000000000000000000000000000
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00000000000000000000000000000000000000000000000010000000000000000000000000000000

00000000000000000000000000000000000000000000000010000000000000000000000000000000

ΓX4

00000100000001001000000000000000000000000000010000001100000001000000000000000000

00000000000000000100000100000000001000000000000000100000000000000000001000000000

00100000001000000000000000001000000000000000000000000000000001000000000000100000

00000100000000000000000100000000000000001000000000000010100000000000000000000100

00000000000000000000000000000000000000000000100000000000000001000000000000001000

01000000000000000000000001000000010010000000000000000000000000000000000011000000

00000000100000000000000000000000010000000000000010000001000000000000000000000000

00000000001001000000000000010100000000000010000000100000001000000000000000001000

00000000100000100000001001000000000000000100000000000010000001000000000000000000

00000000011000000010000000000000000000000010000000000100000000000001000000000000

00000001000000000000010000000000000000001000000000000000000001000000010000000000

10000000100000000000000000100000100000000000000000000000010100000000000000000001

00000000000000010000000000000000000000000000000100000000000000000000000000000000

01010000000000001000000100000000000000000000000000100000100000000001000000000000

00000000000000000000000000000000000000000000000000000000000001001000000000000010

11000000010000000000000000010000010000000100000000000000001010000000000001000000

Table 8: Deterministic DL distin-
guisher for 4 rounds
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Fig. 8: DL distinguisher for 5 rounds
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Fig. 9: DL distinguisher for 6 rounds

Fig. 10: Specification of DL distinguishers for Twinkle-P
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(a) DL distinguisher for 4
rounds of Twinkle-P
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(b) DL distinguisher for 5
rounds of Twinkle-P
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(c) DL distinguisher for 6
rounds of Twinkle-P

Fig. 11: DL distinguishers
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