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Abstract. Physical attacks pose a major challenge to the secure imple-
mentation of cryptographic algorithms. Although significant progress has
been made in countering passive attacks such as side-channel analysis
(SCA), protection against fault attacks is still less developed. One reason
for this is the broader and more complex nature of fault attacks, which
makes it difficult to create standardized fault evaluation methodologies
for countermeasures like those used for SCA. This makes it easier to
overlook potential vulnerabilities that attackers could exploit. RS-Mask,
published at HOST 2020, is such a countermeasure that has been affected
by the absence of a systematic analysis method. The fundamental concept
behind the countermeasure is to maintain a uniform distribution of vari-
ables, regardless of whether they are faulty or correct. This property is
particularly effective against Statistical Ineffective Fault Attacks (SIFA),
which exploit the dependency between fault propagation and the secret
data.
In this work, we present several fault scenarios involving single fault
injections on the AES implementation protected with RS-Mask, where
the fault propagation depends on the secret data. This happens because
the random space mapping used in RS-Mask countermeasure retains a
dependency on the secret data, as it is derived based on the S-box input.
To address this, we propose a new countermeasure based on the core
concept of RS-Mask, implementing a single mapping for all S-box inputs,
involving an intrinsic duplication. Next, we evaluate the effectiveness of
the new countermeasure against fault attacks by comparing the fault
detection rate across all possible fault locations and values for every
input. Additionally, we examine the output differences between faulty
and correct outputs for each input. Our results show that the detection
rate is uniform for each input, which ensures security against statisti-
cal attacks utilizing both effective and ineffective faults. Moreover, the
output differences being uniform for each input ensures security against
differential fault attacks.
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1 Introduction

Cryptographic algorithms are designed to be secure against cryptanalytic attacks;
however, their physical implementations in embedded devices remain vulner-
able to physical attacks. These attacks exploit the physical characteristics of
the cryptographic implementations and can be broadly classified into two cate-
gories: passive attacks, which involve observing the device’s behavior (e.g., power
consumption [22], timing [21], and electromagnetic emanation [15]), and active
attacks, which induce errors in the computation through physical manipula-
tions (e.g., clock/voltage glitching [2], electromagnetic interference [9], and laser
injections [17]).

Side-channel analysis (SCA), being a passive attack technique, leverages the
information leakage arising from physical characteristics of the implementations
such as timing and power consumption. To protect against SCA, masking [5, 20, 27,
16] stands out as the most prominent countermeasure. Masking relies on splitting
the secret input into a number of statistically independent shares, ensuring that
even observing all but one share does not compromise the secret input. Notable
approaches include, among others, Domain Oriented Masking (DOM) [16], which
associates each share of the secret input with a distinct domain, and Threshold
Implementations (TI) [24], which computes over coordinate functions operating
on non-complete sets of secret input shares.

Differing from the passive observations exploited in SCA, fault attacks ac-
tively disrupt computations by injecting faults through physical fault injection
mechanisms. Since Boneh et al. [3] first demonstrated fault attacks on RSA,
numerous attack techniques have emerged to exploit injected faults in crypto-
graphic implementations. These attacks exploit the data-dependent response
to these injected faults. To protect against these attacks, redundancy is widely
employed as a countermeasure, by employing temporal, spatial, or informational
replication to detect whether a fault is injected or not. Upon a fault detection,
redundancy-based techniques either suppress the output or infect it to prevent
the adversary from extracting secret information. This approach has been further
leveraged to enable error correction. Recent countermeasures combine redundancy
with masking to provide simultaneous protection against both SCA and fault
attacks, with masking also serving to enhance the protection against fault attacks.
Such countermeasures were generally regarded as effective in protecting against
fault attacks. However, Statistical Ineffective Fault Attacks (SIFA) [13], intro-
duced in 2018, exploit data dependent fault propagation by collecting non-faulty
ciphertexts, rendering redundancy vulnerable to such attacks. Building on this
attack, Dobraunig et al. [12] utilized SIFA to overcome simple combination of
masking with redundancy by faulting non-linear operations. Notable examples
of such combined countermeasures include, but are not limited to, ParTI [31],
CAPA [28], Private Circuits II [19], M&M [23], Impeccable Circuits [1, 32, 26],
and Transform-and-Encode (TaE) [29], which were developed both before and
after the introduction of SIFA. All these countermeasures employ redundancy
in various forms (e.g., linear codes, MAC tags) with different levels of error
detection/correction granularity. Taking a different approach, Daemen et al. [8]
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proposed the use of reversible operations, Toffoli gates, to ensure fault prop-
agation independent of the secret data, with a single error check at the end
of the encryption. Along the similar lines, the StaTI countermeasure [10] in-
troduced the notion of “stability”, a composable security property that ensures
fault propagation independent of the secret data, enabling a single error check
at the end of the encryption. Building on this concept, StaMAC [11] adopts
the stability notion within MAC tags. Another countermeasure, Random Space
Masking (RS-Mask) [25] that is published at HOST 2020, performs the S-box
computations in a random space, eliminating any bias introduced by injected
faults to the computations.

Despite these advancements in fault countermeasures, fault attacks still present
a more complex and diverse attack surface compared to passive attacks, making
the development of standardized fault evaluation methodologies challenging.
The lack of systematic fault evaluation methodologies increases the risk of
overlooking exploitable vulnerabilities in the countermeasures. Similarly, the
RS-Mask countermeasure, while conceptually shows promise, particularly against
statistical (ineffective) fault attacks, its fault evaluation is not comprehensive,
leaving several attack scenarios unaddressed.

Contributions. In this work, we address existing gaps in the fault evaluation of
RS-Mask and uncover previously overlooked vulnerabilities through specific fault
scenarios involving single fault injections in the protected AES implementation.
We demonstrate that RS-Mask’s random space mapping retains a dependency
on the secret data, therefore, failing to protect against statistical (ineffective)
fault attacks, as well as differential fault attacks. These findings underscore the
importance of thorough and systematic fault evaluations.

The identified vulnerabilities in RS-Mask stem from the use of distinct map-
pings derived for the S-box inputs (zero input vs. non-zero inputs), which are
combined using an auxiliary variable. To address this issue, we propose an im-
proved countermeasure that incorporates a single random space mapping for all
S-box inputs. Our evaluation demonstrates that this approach achieves a uniform
fault detection rate across all S-box inputs, ensuring robust protection against
both statistical and differential fault attacks through intrinsic duplication. We
additionally evaluate the side-channel security, and present hardware benchmark
results.

Outline. In Section 2, we discuss the adversary and security models that are
considered in this work, and provide an overview of the RS-Mask countermeasure.
In Section 3, we discuss the fault security of the RS-Mask countermeasure, and
outline the fault scenarios against the protected AES S-box implementation. Next,
we describe our proposed countermeasure involving the random space masking
specifically derived for the AES S-box in Section 4, and present its security and
performance evaluation.
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2 Preliminaries

In this section, we introduce the probing and the gate/register-faulting adversaries
along with their respective security models assumed in this work. We then provide
an overview of the RS-Mask countermeasure [25] and its hardware implementation
details of the protected AES as described by the authors.

2.1 Adversary and Security Models

We consider an adversary with probing and faulting capabilities, assuming that
these capabilities are not used in combination. The attack surface is considered
as a Boolean circuit, a directed acyclic graph where the vertices correspond to
Boolean gates, and the edges correspond to the wires. This circuit takes an input
and calculates an output while having an internal state corresponding to the
sharing of the secret data stored in the registers.

Probing capabilities. We assume the d-probing model introduced by Ishai et
al. [20] to capture an attacker with probing capabilities. In this model, the
adversary is restricted to observing at most d wires of the Boolean circuit, with
the selected wires being specified before the circuit is executed. Additionally, we
assume the glitch-extended robust probing model introduced by Faust et al. [14]
to account for the physical effects of hardware glitches.

Faulting capabilities. We rely on the gate/register-faulting model [10] to capture
an attacker with faulting capabilities. In this model, the adversary can replace
an upper bounded number of gates or registers to output zero (through a reset
fault), output one (through a set fault), or flip the output (through a bitflip
fault). In this work, we consider a single gate/register-faulting adversary, where
the adversary is capable of replacing one gate or register in the circuit throughout
the whole computation, consistent with the single-fault attacks assumed in the
RS-Mask countermeasure.

We adopt a more relaxed security model compared to the security guaran-
tees associated with the gate/register-faulting model described in [10]. In our
correctness model, we introduce a relaxation that allows the adversary to receive
an incorrect output. However, this output remains unexploitable for all possible
single fault injections. Specifically, the difference between the outputs of the
faulty and correct circuits, given the same inputs, is uniformly distributed and
independent of both the injected fault and the secret inputs. Moreover, the fault
detection rate across all input values is also uniformly distributed. In our privacy
model, we assume the same model described in [10]. Specifically, for every fixed
injected fault, the probability of the abort signal is independent of the secret
inputs of the circuit.
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2.2 RS-Mask: Random Space Masking as an Integrated
Countermeasure against Power and Fault Analysis

The RS-Mask countermeasure [25] ensures that intermediate variables maintain
a uniform distribution, even in the presence of fault injection. This uniformity
protects implementations against statistical fault attack techniques such as SIFA,
which exploit the bias in the distribution of intermediate variables. The core idea
of the countermeasure is to map the intermediate variables into a random space,
perform operations within this random space, and then transform the cipher
output back to the original space. By employing uniform random mapping, the
operations performed on the intermediate variables remain independent of the
secret data.

The linear operations of the cipher are inherently protected through masking,
requiring no additional protective measures. The S-box computations, however,
are performed in a random space where intermediate variables maintain a uniform
distribution. In the RS-Mask paper, the random space masking is designed such
that the S-box outputs the correct value XORed with a uniform random value,
neutralizing any bias induced by fault injection. The faults injected to the
intermediate variables in the random space are influenced by the random values,
ensuring that their propagation remains independent of the secret data.
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Fig. 1: Canright implementation of the F28 inverter in the AES S-box.

Derivation of RS mapping for AES. The mapping derived for the F28 inversion
in the AES S-box ensures that, for a given input x, the output is x−1 + r, where
r is a uniform random value. The mapping is specifically designed for the AES
implementation based on the Canright construction [4], as depicted in Figure 1.
In this construction, the input to the F28 inversion is denoted by x = x1||x0, the
input to the F24 inversion by y, the output of the F24 inversion by y−1, and the
output of the F28 inversion by z = x−1 = z1||z0.

For inputs where x ̸= 0, the following output is computed:

z′1 = z1 + r1 = (x0 + yr1)y
−1

z′0 = z0 + r0 = (x1 + yr0)y
−1 , (1)

where r = r1||r0 is the uniform random value masking the inversion output. To
account for faults injected earlier in the inversion, the value y is derived along
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a separate data path from the input x, ensuring that y−1 does not correspond
to the inverse of faulty y (or, conversely, that a faulty y−1 is not the inverse of
correct y).

However, this approach does not apply to the case when x = 0, as both
y and y−1 evaluate to zero. To handle the zero input case, the inverse of the
random value r is XORed with the input x. This ensures that the output remains
consistently masked with r, without relying on the calculations used for non-zero
inputs (Equation 1):

z′ = (0 + r−1)−1 = 0 + r , (2)

thereby aligning the behavior with that of non-zero inputs. To derive a unified
mapping for all inputs, an auxiliary variable f ∈ F24 is introduced, along with
its bitwise negation f̄ :

f =

{
(1, 1, 1, 1), x ̸= 0 (f̄ = (0, 0, 0, 0))

(0, 0, 0, 0), x = 0 (f̄ = (1, 1, 1, 1)) ,
(3)

where (1, 1, 1, 1) = 15 is the multiplicative unity in F24 . Using this, the overall
mapping is expressed as:

z′1 = z1 + r1 = (x0 + r−1
0 f̄ + yr1f)y

−1

z′0 = z0 + r0 = (x1 + r−1
1 f̄ + yr0f)y

−1 , (4)

where r−1 = r−1
1 ||r−1

0 .

Hardware implementation. The overall block diagram of the AES S-box imple-
mentation protected with RS-Mask countermeasure is presented in Figure 2. In
this implementation, the AES state is split into three shares, where one of the
shares is the RS share, the random value r. The round keys are split into two
shares, with the RS share set to zero. After the linear map is applied to the
S-box input x, the RS share is added to one of the two data shares. All non-linear
components in the design are implemented using threshold implementations
(TI) [24] with three shares as the masking technique.

As the random value r is independent of all other shares, its inverse r−1 is
computed in an unshared form. To protect against the effects of hardware glitches,
the RS-Mask paper specifies that the non-linear components of this inversion
circuit are registered. In parallel to the computation of r−1, the auxiliary variable
f ∈ F24 is computed using the Kronecker delta function. To maintain throughput,
the whole design is implemented as a 10-stage pipeline.

Although RS-Mask maps intermediate variables to a random space, the
authors acknowledge that the distribution of the output differences resulting
from the injected faults may still be non-uniform. This non-uniformity makes the
implementation vulnerable against differential fault attacks (DFA). To address
this vulnerability, the authors propose an infection mechanism as an additional
protection layer against DFA. As described above, the variables x0, x1 and y−1
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Fig. 2: AES S-box protected by RS-mask. Red components are the additional
computations required for the RS mapping, green components are the additional
components required for the infection mechanism.

are already available in the RS-Mask circuit. Using these, the output of the S-box
inversion z can be recomputed with two additional F24 multipliers as shown in
Figure 2.

If no error occurs during the inversion, the expression ε = z+ r+ z′ evaluates
to zero (see Equation 4). Consequently, multiplying ε by a random value εr1
(with r1 being uniformly distributed) yields zero, and adding this to the S-box
output has no effect. If an error occurs in the inversion circuit, then ε ̸= 0, and
the resulting product εr1 ̸= 0 infects the S-box output.

However, this infection mechanism still does not protect against DFA, as an
error in one byte propagates to the entire column with deterministic relations
through the MixColumns operation. To mitigate this, the infection mechanism is
extended by computing four random variables εi = εri for i = 0, ..., 3 using four
uniformly random values ri. εi is then added to the i-th byte of the respective
column, randomizing all four bytes.

3 Security Analysis of RS-Mask

This section highlights the limitations of the AES S-box implementation protected
using the RS-Mask countermeasure.

First of all, one notable consideration is the computation of r−1, which
includes additional register layers intended to mitigate the physical effects of
hardware glitches. However, under the glitch-extended robust probing model
introduced by Faust et al. [14], r, being a single share, can be directly provided
to the simulator. As a result, these additional registers attempt to address an
issue that is not relevant in this context, potentially introducing unnecessary
implementation overhead.

Beyond the aforementioned overhead, another limitation of the RS-Mask
countermeasure arises in its infection mechanism intended to protect against
differential attacks. Specifically, the infection mechanism reuses the same S-box
input x to recompute the expected output z, which is then compared with the
actual output to generate the infection value εr1. However, if a fault is injected
to x, both the recomputed and actual outputs are affected similarly, causing ε,
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and thus the infection value, to evaluate to zero. As a result, the fault remains
undetected and the state is uninfected. This allows DFA to still be successfully
performed on the RS-Mask countermeasure by injecting a fault to the S-box
input. We further explore this drawback in a fault scenario, which is elaborated
upon later in this section.

Finally, in the rest of this section, we present several fault scenarios that
demonstrate the vulnerability of the AES S-box implementation protected by
RS-Mask countermeasure. Specifically, we identify and describe four groups of
single fault locations that are vulnerable, as depicted in Figure 3.

Fig. 3: Fault locations on AES S-box protected by RS-mask.

Fault location 1: Kronecker delta function. The Kronecker Delta function is
evaluated at x + 255 to compute f . In one fault scenario, an attacker injects
an additive fault ∆ at the XOR operation that computes x+ 255 (indicated as
number 1 in Figure 3). As a result, the input to the Kronecker delta function
becomes x+255+∆. The function then outputs f = 0 (f̄ = 1) if x+∆ = 0 (i.e.,
x = ∆). Otherwise, if x ̸= ∆, the function outputs f = 1.

We analyze this fault scenario for three cases: x = ∆, x = 0 and x ̸= {0, ∆},
where z′ is the RS-Mask S-box output and z is the redundantly computed value
used in the infection mechanism, as shown in Figure 2 (if no fault is injected
z′ = z + r).

First, x = ∆ implies f = 0. Then, using Equation 4, we find:

z′1 = (∆0 + r−1
0 )y−1

z′0 = (∆1 + r−1
1 )y−1 ,

where z′ = (∆+ r−1)−1, and

z1 = ∆0y
−1

z0 = ∆1y
−1 ,

where z = ∆−1. Then,

ε = z + r + z′

= ∆−1 + r + (∆+ r−1)−1 .
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If r ̸= 0, then, ε ̸= 0. Thus, the computation is infected.
Second, x = 0 implies f = 1 (and y, y−1 = 0). Then, using Equation 4, we

find z′ = 0 (z′1 = 0, z′0 = 0), and z = 0 (z1 = 0, z0 = 0). Then,

ε = z + r + z′ = r .

If r ̸= 0, then, ε ̸= 0. Thus, the computation is infected.
Third, x ̸= {0, ∆} implies f = 1. Then, using Equation 4, we find:

z′1 = (x0 + yr1)y
−1

z′0 = (x1 + yr0)y
−1 ,

where z′ = x−1 + r, and

z1 = x0y
−1

z0 = x1y
−1 ,

where z = x−1. Then,

ε = z + r + z′ = 0 .

Thus, the computation is not infected.
As a result, the computation is infected only when x = ∆ or x = 0 (assuming

r ̸= 0). The attacker can then exploit this by performing the encryption twice:
once with the fault injection and once without. If the outputs are different
(indicating the encryption with a fault injected was infected), the attacker learns
that x = ∆ or x = 0. To distinguish between these two, the attacker can repeat
the attack with a different ∆ value. If the encryption with fault injection is again
infected, it confirms that x = 0.

A potential fix involves replacing each AND gate in the Kronecker Delta
function by a gate which outputs 1 only when both inputs are zero. Then, the
Kronecker delta function can be computed directly on x, eliminating the need to
first compute x+ 255 as done in the original design.

Fault location 2: XOR of random r with the S-box input. The second fault scenario
is that, an attacker injects an additive fault ∆ at the XOR gate where the random
value r is combined with the state after the linear map (indicated as number
2 in Figure 3). This alters the S-box input to x + ∆. Consequently, the F28

inversion output becomes (x+∆)−1 + r. However, as the infection mechanism is
using the same faulty input x+∆, it fails to detect the injected fault, making
the implementation susceptible to DFA. Specifically, the infection mechanism of
the RS-Mask design only accounts for faults occurring within the F28 inversion
circuit, and does not cover the faults injected at earlier stages.

A potential fix could involve introducing a full redundancy. This would mean
replicating the entire circuit and including an error check mechanism at the end
of the computation. Such a design ensures that effective faults injected at any
point in the circuit are detected to protect against DFA.
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Fault location 3: Inversion of r. The third fault scenario is that an attacker injects
a fault within the inversion circuit that computes r−1 (indicated as number 3 in
Figure 3) causing the output of that circuit to be r−1 +∆. We analyze this fault
scenario in two cases, x = 0 and x ̸= 0.

First, x = 0 implies f = 0. Then, using Equation 4, we find:

z′1 = (r−1 +∆0)y
−1

z′0 = (r−1 +∆1)y
−1 ,

where z′ = (r−1 +∆)−1, and z = 0 (z1 = 0, z0 = 0). Then,

ε = z + r + z′

= r + (r−1 +∆)−1 .

Since ∆ ̸= 0, ε ̸= 0. Thus, the computation is infected.
Second, x ̸= 0 implies f = 1. Then, using Equation 4, we find:

z′1 = (x0 + yr1)y
−1

z′0 = (x1 + yr0)y
−1 ,

where z′ = x−1 + r, and

z1 = x0y
−1

z0 = x1y
−1 ,

where z = x−1. Then,

ε = z + r + z′ = 0 .

Thus, the computation is not infected.
As a result, the computation is infected only when x = 0 (if r ̸= 0). Similar

to the first fault scenario, the attacker can then exploit this by performing the
encryption twice: once with the fault injection and once without. The outputs of
both encryptions being different implies that the first encryption was infected,
which also implies x = 0.

A potential fix could involve precomputing all (r, r−1) pairs before the encryp-
tion. Then, the probability of selecting the faulty pair becomes 1/256 considering
a single fault injection. While this does not fully eliminate the vulnerability, it
decreases the success probability of the attacker. A second potential fix could
involve including r and r−1 in the infection mechanism, i.e., infecting the com-
putation by randomizing (r−1)−1 + r which does not equal to zero if r−1 is
faulty.

Fault location 4: Additional RS-Mask circuit inside the inversion. The fourth fault
scenario is that an attacker injects an additive fault to one of the gates within
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the additional RS-Mask circuit, indicated as number 4 in Figure 3. Any fault
injected to these gates causes a faulty value at the input of the F24 multiplication
with f . Then, the output of this multiplication is subsequently multiplied by y−1,
the F24 inversion output. We analyze this fault scenario in two cases, x = 0 and
x ̸= 0.

First, x = 0 implies f = 0, thereby nullifying the effect of the injected fault,
as the faulty value is multiplied by zero. Then, using Equation 4, we find z′ = r,
and z = 0. Then,

ε = z + r + z′ = 0 .

Thus, the computation is not infected.
Second, x ̸= 0 implies f = 1. Then, using Equation 4, we find:

z′1 = (x0 + (yr1 +∆1))y
−1

z′0 = (x1 + (yr0 +∆0))y
−1 ,

where z′ = x−1 + r +∆′, and

z1 = x0y
−1

z0 = x1y
−1 ,

where z = x−1. Then,

ε = z + r + z′ = ∆′ ̸= 0 .

Thus, the computation is infected.
As a result, the infection applies when x ̸= 0, due to the injected fault being

propagated to the output when f = 1. As in the previous fault scenarios, the
attacker can repeat the encryption and compare the outputs; if no difference
between the outputs is observed, they infer that x = 0.

One potential fix against this fault scenario is to multiply r0 and r1 by f
before the RS-Mask F28 inversion circuit. This ensures that any fault injected
to the gates indicated as number 4 propagates to the output, regardless of the
value of x. This is because, within the RS-Mask inversion circuit, the input to
the inversion logic is never zero, even when x = 0. Only the propagation of the
faults injected to r0 or r1 depends on f , however then, these faults are equivalent
to register faults injected to the RS-Mask random r. These would have the same
effect as using a different r value.

In the original paper, the security of RS-Mask countermeasure is evaluated
against statistical (ineffective) fault attacks, focusing on a single location of fault
injection. However, as the overall security of the countermeasure cannot be ensured
by evaluating only this single scenario, such an evaluation remains incomplete.
The fault scenarios discussed in this section highlight a critical observation:
any additional circuit introduced to protect against fault attacks inherently
expands the attack surface, and may introduce new points of vulnerability that
could be exploited. Consequently, for countermeasures without provable security
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guarantees, it is essential to comprehensively evaluate any additional circuit
introduced against fault attacks to identify potential vulnerabilities. Similarly,
the proposed fixes for the fault scenarios presented in this section do not inherently
ensure security. These fixes may further expand the attack surface, and therefore,
they must undergo a rigorous evaluation to assess their security against fault
attacks.

In the following section, we describe a random space mapping for Canright’s
AES S-box, where we systemically evaluate each gate in the resulting circuit.

4 An AES-specific Countermeasure

In this section, we introduce an AES-specific countermeasure, based on the core
idea of the RS-Mask countermeasure, protecting against single gate/register-
faulting adversary. Unlike the RS mapping derived for the AES S-box implemented
using the Canright construction, which is conditioned on the input value x, our
proposed countermeasure derives a uniform mapping that is independent of the
value of x.

Derivation of the random mapping for the AES S-box implemented using Canright
construction. In Canright’s AES S-box, as shown in Figure 1, two inversion
operations are performed in F28 and F24 . Each involves multiplying the input of
the inversion (x, y) by the corresponding outputs of the inner inversions (y−1,
k−1). These multiplications are vulnerable to SIFA, as faults present in y−1 and
k−1 are not propagated to the S-box output when the input x is zero (which also
leads to y being zero).

The variables (x, y, k, k−1, y−1, and x−1) referenced in this section correspond
to those shown in Figure 1.

Consider the following table, which summarizes the behavior of expressions
derived from y and y−1 under different S-box input x conditions:

y y−1 yy−1 + 1 y + yy−1 + 1 y−1 + yy−1 + 1

x = 0 0 0 1 1 1
x ̸= 0 y y−1 0 y y−1

As observed in the above table, the following holds for all input values x:

(y + yy−1 + 1)(y−1 + yy−1 + 1) = 1 .

Similarly, the following expression also holds for all input values x = x1||x0:

x0(yy
−1 + 1) = 0

x1(yy
−1 + 1) = 0 .

This behavior is in contrast to the original RS-Mask countermeasure, where the
multiplication of y and y−1 introduces an input-dependent behavior.
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We now describe the new mapping for the Canright’s AES S-box as follows:

z′1 = z1 + r1 = (x0 + (y + yy−1 + 1)r1)(y
−1 + yy−1 + 1)

z′0 = z0 + r0 = (x1 + (y + yy−1 + 1)r0)(y
−1 + yy−1 + 1) , (5)

where z′ = z′1||z′0 = x−1 + r.
Similar to the RS-Mask countermeasure, analyzing the distribution of the

output differences (between the faulty and correct S-box outputs) under faults
present in y and y−1 reveals a non-uniform pattern. This non-uniformity exposes
the design to differential fault attacks.

Rather than relying on an infection mechanism, which, when implemented
correctly (e.g., via full duplication), requires substantial area overhead, we
propose a lightweight tweak to the random mapping. Specifically, we introduce an
additional term, (yy−1+1)r′y−1 to the S-box output. In the absence of faults, this
term evaluates to zero, as shown in the table above. Here, r′ is a uniform random
value distinct from the one used in the main mapping described in Equation 4.
The modified mapping is given as follows, where r = r1||r0 and r′ = r3||r2:

z′1 = z1 + r1 = (x1 + (y + yy−1 + 1)r1)(y
−1 + yy−1 + 1) + (yy−1 + 1)r3y

−1

z′0 = z0 + r0 = (x0 + (y + yy−1 + 1)r0)(y
−1 + yy−1 + 1) + (yy−1 + 1)r2y

−1 .
(6)

It is clear that this mapping is correct if no faults occur during the computation
of y and y−1.

We note that it is essential to compute y using a redundant datapath similar
to the RS-Mask countermeasure in order to account for the faults that are injected
earlier in the circuit.

As previously noted, the inversion in Canright’s AES S-box involves two
multiplications that are susceptible to SIFA. To ensure both multiplications are
secure against SIFA, the mapping introduced in Equation 5 is also applied to the
F24 inversion. Furthermore, similar to the inversion in F28 , k is also computed
using a redundant datapath in order to account for the faults that are injected
earlier in the circuit. We describe the mapping for the F24 inversion as follows:

y−1
1 = (y1 + (k + kk−1 + 1)r5)(k

−1 + kk−1 + 1) + r5

y−1
0 = (y0 + (k + kk−1 + 1)r4)(k

−1 + kk−1 + 1) + r4 , (7)

where y−1 = y−1
1 ||y−1

0 .
Unlike the mapping derived for the inversion in F28 (Equation 4), the cor-

responding mapping for the inversion in F24 naturally yields uniform output
differences, eliminating the need for an additional random term.

To protect against differential fault attacks, we introduce an intrinsic redun-
dancy by duplicating the S-box input. The random space mapping components
computed from the first input are then used in the calculation of the second
S-box output using the duplicated S-box input as shown in Figure 4.
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Fig. 4: F28 inversion of the AES S-box.

Hardware implementation. The overall block diagram of the AES S-box imple-
mentation protected using the proposed random space mapping is presented in
Figure 4. Similar to RS-Mask countermeasure, the state is split into three shares,
however we do not keep the random mask values as part of the shared state.
Meaning, all linear and non-linear components in the design operate over three
shares.

The upper circuit in Figure 4 depicts the mapping for the inversion in F24 ,
and the lower circuit depicts the mapping for the whole AES S-box implemented
using Canright’s construction. The F24 inverter (GF (24) Inv.) within the AES
S-box uses the upper circuit. Components added beyond Canright’s original AES
S-box implementation are highlighted in red.

Our implementation builds on the F28 inversion circuit from [6] based on
Consolidating Masking Schemes [27] with three shares to achieve second order se-
curity. In this construction, the inversion circuit consumes 162 bits of randomness.
Building upon this foundation, we extend the circuit by integrating the additional
components (shown as red in Figure 4) required for the random space mapping.
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While extending the circuit, we adhere to the d+ 1-share multipliers from the
original inversion circuit. Together with the 20 bits of randomness required by
the random space mapping and additional multiplications, our implementation
consumes 344 bits of randomness. The design is implemented over 8 pipeline
stages.

4.1 Side-Channel Security

In this section, we discuss the SCA security of the AES S-box implementation
using the proposed random mapping. To evaluate the SCA security of our
design, we perform TVLA (Test Vector Leakage Assessment) [7]. We perform the
assessment for the S-box implemented with the proposed random space mapping
by supplying it with fixed versus random inputs. The S-box is placed on a Xilinx
Spartan-6 FPGA located on a SAKURA-G evaluation board [30], whereas masks
generation is located on a separate control FPGA. The devices are supplied with
a stable 6.144 MHz clock and an oscilloscope samples power consumption traces
at a rate of 1GS/sec. The results of the first and second-order tests are depicted in
Figure 5. The results report no leakage regarding first and second-order probing
security.

Fig. 5: TVLA result of the AES S-box implemented with the proposed random
space mapping, first and second-order security, 100 million traces, and a sample
trace.

4.2 Fault Security

We now discuss the fault security of the AES S-box implementation using the
proposed random space mapping.
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Existing provable methods for fault security evaluation, typically based on
error detection or correction, are not applicable to our design. Rather than
preventing the propagation of injected faults through detection or correction
mechanisms, our countermeasure ensures that the injected faults are deliberately
propagated to infect the circuit’s state. As a result, the infected output that is
not detected by the error detection circuit at the end of the encryption becomes
unexploitable.

To evaluate the fault security of our AES-specific countermeasure, we analyze
the detection rate of the injected faults. A uniform detection rate across all input
values indicates resistance against statistical fault attacks. We performed an
attack simulation on the C implementation of the AES S-box design to evaluate
the security against a single gate/register-faulting adversary. Faults were modeled
as XOR additions applied to the intermediate variables. To simulate this, we
extended the C code of the design by XORing a fault variable with selected
critical intermediate values. Specifically, faults were injected to each component
of the S-box, namely XOR gates and all field operations as shown in Figure 4).
For each experiment, we marked the fault as detected if the outputs differed. For
each input value, 500,000 experiments are conducted to account for wide range of
fault values and random values introduced by the random mapping. The results
demonstrated that the detection rate remains uniform across all input values for
each fault location and fault value.

Figure 6a and 6b illustrate that the detection rate remains uniform across all
S-box input values when a fault is injected to the output of the F22 multiplier
(similar to the fault scenario used in the RS-Mask countermeasure). In our design,
the multiplier is duplicated as part of the random mapping, corresponding to
fault locations 1 and 2 in Figure 4).
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Fig. 6: Distribution of the detection rate across all S-box input values when a
fault is injected to the output of the duplicated F22 multipliers denoted with
fault location 1 and 2 in Figure 4.
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Figure 7 shows a uniform detection rate (%100 detection) across all S-box
input values when simulating fault scenario 4, previously proposed against the
RS-Mask countermeasure, by injecting a fault to the F24 constant multiplier as
denoted with fault location 3 in Figure 4.
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Fig. 7: Distribution of the detection rate across all S-box input values when a
fault is injected to the output of the F24 constant multiplier (of the random
mapping circuit) denoted with fault location 3 in Figure 4.

We repeated the evaluation, this time focusing on the distribution of output
differences. As before, for each experiment, the resulting output differences were
recorded. The results show that the output differences are uniformly distributed
across all S-box input values for every fault location and fault value tested.
Together, these two evaluations demonstrates the correctness and the privacy of
the protected AES S-box with the proposed random space mapping.

4.3 Hardware Benchmarks

In this section, we evaluate the hardware performance of our protected AES
S-box implementation. We use the Synopsys Design Compiler (version S-2021.06-
SP3) together with the open source NANGATE 45nm library. The hierarchical
structure is preserved during the synthesis, and undesired optimizations are
avoided.

We compare our protected AES S-box implementation secure against SCA and
fault attacks with the AES S-box implementation from [6] based on Consolidated
Masking Scheme secure against only SCA which we implemented ourselves. Both
designs provide second-order SCA security. Compared to the implementation
from [6], the number of masked field multiplications is doubled (one of which is
duplicated using same randomness) in our implementation. Together with the
extra randomness required by the random space mapping, our design requires
110 additional random bits. Regarding the area costs, our design introduces an
area overhead of approximately 2.85.

We report only the overhead factors relative to their corresponding SCA-
only designs for the RS-Mask countermeasure [25], λ-detection M&M [18] and
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StaMAC [11], rather than absolute area numbers. The selection of these counter-
measures, in addition to RS-Mask, for comparison is motivated by the availability
of area reports for their AES (S-box) implementations, as well as their protection
against SCA and SIFA. While our design incurs a slightly higher area overhead
compared to the original RS-Mask countermeasure, it offers stronger protection
by additionally securing against SIFA and achieving second-order SCA security,
features not offered by RS-Mask.

Table 1: Hardware cost comparison of various designs.

Design
SCA S-box Randomness Area Overhead
Order Stages [bit] (kGE)

SCA only [6] 2 6 162 4.5∗∗

RS-Mask [25] 1 10 2∗

λ-detection M&M [18] 2 6 903 3.49∗

StaMAC [11] 1 9 56 3.83∗

This paper 2 8 344 12.84∗∗ 2.85
∗ overhead for the whole AES implementation

∗∗ only inversion

5 Conclusion

In this paper, we addressed the gaps in the fault evaluation of RS-Mask and
identified several vulnerabilities through which a single fault injection in the
protected AES implementation compromise its security. The attack scenarios we
present demonstrate that the random space mapping proposed for the AES S-box
in the RS-Mask countermeasure retains dependency on the secret data, allowing
attackers to exploit this dependency under specific fault scenarios. Although
RS-Mask includes a formal security proof, it only guarantees that the random
space mapping produces uniformly distributed values, and it does not address
the fault security of the additional circuit required to implement this mapping.
Our analysis shows that this overlooked aspect introduces exploitable weaknesses.
These findings highlight the critical need for more comprehensive fault evaluations
in the design of fault countermeasures, as increasing area to protect against fault
attacks may introduce new attack surface to the attackers.

Besides these attack scenarios, we proposed an AES-specific countermeasure
involving a single random space mapping for all S-box input values without
an auxiliary variable. With this unified mapping, we aimed to mitigate the
vulnerabilities we identified in the RS-Mask countermeasure. Our evaluation of
the proposed countermeasure confirms the improved robustness against statistical
and differential fault attacks.
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